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Preface 

This report describes the results of a combined hydrodynamic, sediment 
transport, and water quality modeling effort undertaken to investigate the water 
quality impact of enlarging an existing confined disposal facility (CDF) in 
lower Green Bay, Wisconsin. The CDF is used for the disposal of dredged 
material from the Green BayFox River navigation channel. The report 
describes the various components of the study and presents details of the pro- 
totype data used in the hydrodynamic and water quality computations. Com- 
parisons of hydrodynamic and water quality results are shown to demonstrate 
the impact of the proposed CDF modification on the lower Green Bay area. 
This study was performed as a joint endeavor between the U.S. Army Engineer 
Waterways Experiment Station's (WES) Coastal Engineering Research Center 
(CERC) and Environmental Laboratory (EL) for the U.S. Army Engineer Dis- 
trict, Detroit (CENCE). The CERC9s responsibilities included developing, test- 
ing, and implementing a long wave, two-dimensional hydrodynamic model for 
simulating currents within the lower bay. The EL'S duties included simulating 
transport and fate of water quality constituents (e.g., dissolved oxygen) with a 
two-dimensional water quality model. 

A Technical Review Panel (TRP) was established to provide oversight on 
model development and application. The guidance provided by the TRIP dur- 
ing the course of this study was extremely helpful, and appreciation is 
extended to the following TR? members: Dr. Keith W. Bedford, professor, 
Ohio State University; Dr. David Lam, Environment Canada National Water 
Research Institute (Burlington, Canada); Dr. Mwang Lee, professor, University 
of Wisconsin at Milwaukee; Mr. Dale Patterson, Wisconsin Department of 
Natural Resources; and Dr. Steve McCutcheon, U.S. Environmental Protection 
Agency. Appreciation is also extended to Messrs. W. Scott Parker, Deputy 
District Engineer, Progranls and Project Management Division (PPM); 
Robert L. Gregony, PPM; and David Barilovich, Engineering Division of the 
CENCE. The final report was prepared by Mr. David J. Mark, CERC, and 
Drs. Barry W. Bunch, EL, Norman W. Scheffner, CERC, and Mark S. Dortch, 
EL. Description of the hydrodynamic model was written by Ms. Mary A. 
Cialone, CERC, and Dr. Billy Johnson, HL. Report preparation was aided by 
Messrs. Fulton C. Carson, CERC, and C. Jace ?ugh, EL, together with 
Ms. C. Jaudon McKay, CERC. 

The hydrodynamic component of this study was perfosmed under the gen- 
eral supervision of Dr. James R. Houston and Mr. Charles C. Calhoun, Jr., 



Director and Assistant Director, respectively, CERC. Direct supervision of the 
hydrodynamic portion of this project was provided by Mr. H. Lee Butler, 
Chief, Research Division, and Mr. Bruce A. Ebersole, Chief, Coastal Processes 
Branch, Research Division, CERC. Near the completion of this study, supervi- 
sion was provided by Dr. Martin Miller, Chief, Oceanography Branch, 
Research Division, CERC. 

General supervision for the water quality component of this study was 
performed by Drs. John Harrison and John W. Keeley, Director and Assistant 
Director, respectively, Environmental Laboratory (EL). Direct supervision was 
provided by Dr. Donald L. Robey, Chief, Ecosystem Research and Simulation 
Division, and Dr. Mark S. Dortch, Group Chief, Ecosystem Research and 
Simulation Division, Water Quality Modeling Group, EL. Mr. Butler served 
as project manager. 

During the early phases of this study, COL Lany B. Fulton, EN, was Com- 
mander and Director of WES and Dr. Robert W. Whalin was Technical 
Director. In January 1992, COL Leonard G. Hassell, EN, became Commander 
of WES and Dr. Robert W. Whalin became Director. At the time of publica- 
tion of this report, COL Bruce K. Howard was Commander of WES and 
Dr. Robert W. Whalin was Director. 



Conversion Factors, Non-S 
Units of Measurement 

Non-SI units of measurement used in this report can be converted to SI units 
as follows: 
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As one component of its mission, the U.S. Army Engineer District, Detroit 
(CENCE) is responsible for maintaining the navigation channel servicing the 
Port of Green Bay, WI. During maintenance operations, the CENCE deposits 
dredged material in a confined disposal facility (CDF) named Kidney Island, 
located in close proximity to Green Bay's southern shore (Figure 1). Origi- 
nally constructed in 1979, Kidney Island will reach its capacity in 1993, 
necessitating the need for developing a new CDF. One possible solution 
involves expanding Kidney Island. However, because the CDF is in close 
proximity to the Fox River mouth, where high waste loads exit the river, con- 
cern exists that the expansion may adversely affect water quality conditions in 
the lower bay. By modifying current patterns, greater quantities of pollutants 
may be transported into regions of the lower bay which serve as spawning 
waters. 

Waste loads entering lower Green Bay via the Fox River can be attributed, 
in part, to seven major point source dischargers releasing treated industrial and 
~nunicipal wastes below DePere Dam. Additional loadings can be attributed to 
effluent discharged upstream of the dam. Five papermillslpackaging plants and 
two public wastewater treatment plants discharge into the 7.3-mile1 reach of 
the Fox River between its mouth and DePere Dam. Both the lower Fox River 
and lower bay exhibit eutrophic conditions during much of the summer; these 
systems can be characterized by elevated nutrient and algal concentrations as 
well as low Secchi depths. Furlhermore, dissolved oxygen data measured in 
regions of the lower bay contain measurements where concentrations were 
lower than the State of Wisconsin water quality standard for dissolved oxygen 
(i.e., 5 mgL)  during brief periods in the summer. 

This report describes the hydrodynamic and water-quality modeling 
approach used for determining whether the proposed expansion of Kidney 
Island will adversely impact water quality conditions in lower Green Bay. The 
hydrodynamic model is used for estimating current patterns in the lower bay. 
This information is subsequently used as input to the water quality model for 
predicting the transport of water quality constituents, such as dissolved oxygen. 
The assessment as to whether the CDF will impact water quality conditions is 

A table of factors for converting non-SI units of measurement to SI units is presented on 
page vii. 
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Figure 1. Lower Green Bay location map 

made by comparing simulated spatial and temporal variations in dissolved 
oxygen concentrations between pre- and post-expansion CDF configurations. 

Description of Kidney Island 

Kidney Island is located approximately 3,600 f t  east of the Green Bay 
Harbor entrance channel and about 800 ft north of the shoreline. Presently, 
this island has a planform area of 55 acres, and is enclosed with a rock dike 
having a crest elevation 10 ft above the low-water datum of 576.8 f t  Interna- 
tional Great Lakes Datum (IGLD) of 1955. A single layer of interlocking 
sheetpiling serves as a cutoff wall and runs along the center of the dike to pre- 
vent leakage of dredged material into the surrounding waters. Primary treat- 
ment of water draining from the CDF is accomplished via a series of weirs and 
sand filters to remove suspended solids from the effluent. 
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As shown in Figure 2, the proposed expansion will be constructed immedi- 
ately north of the existing CDF, and will have essentially the same shape as 
the original facility. The western edge of the proposed expansion will be 
located approximately 2,750 ft from the navigation channel. The expansion 
will have a planform area of 126 acres, and the enclosing dike will have a 
crest elevation of 14 ft, or 4 f t  above the original structure. As with the origi- 
nal CDF, only dredged material will be deposited in this facility, and a cutoff 
wall will prevent contamination of surrounding waters. 

Overview of Previous Studies 

The expansion of Kidney Island was initially proposed in the early 1980s. 
In 1983, the CENCE contracted a study to Dr. Kwang W. Lee, professor in the 
Department of Civil Engineering at the University of Wisconsin at Milwaukee, 
to estimate the impacts of the proposed expansion. In his study, Dr. Lee con- 
cluded that the expansion had the potential to adversely impact water quality 
conditions and, through changing sediment resuspension and deposition pat- 
terns, create navigational hazards in certain areas of the lower bay. After a 
preliminary review of the report, the CENCE requested that the U.S. Army 
Engineer Watenvays Experiment Station ( W S )  review Dr. Lee's study. 

Several issues were raised by WES concerning the conclusions drawn by 
Dr. Lee. First, the model was calibrated and validated with time-series studies 
of measured water surface levels collected at two gauges. These gauges were 
located at the confluence of the East and Fox Rivers and at the Pulliam Power 
Plant, which is situated at the Fox River mouth. A model calibrated solely 
with water surface levels only assures that the model conserves mass and can 
accurately reproduce wave propagation. It does not, however, ensure that the 
model reproduces current patterns because the model can significantly over- 
and underestimate water velocities while satisfactorily reproducing water 
surface elevations. Since the model was tested solely with measured water 
surface levels, and was tested against data collected at only one site within the 
bay proper, there is no assurance that the current patterns generated with the 
model are accurate. Calibrating and validating the model with measured 
velocities would ensure the accuracy of model-generated current patterns. 

Second, model results presented by Dr. Lee were not sufficient to support 
the conclusions discussed in his report. For example, Dr. Lee noted that 
expanding the present CDF will result in increased flows entering Peats Lake 
and thereby concludes that water quality and the nutrient budget in this region 
will be affected. However, no assessment is presented to quantify the change 
in water volume being transported into Peats Lake. Furthermore, no qualita- 
tive or quantitative assessment was made to estimate the change in nutrient or 
contaminant loadings entering, or the change in water quality conditions within 
this region. Concerning sediment resuspension and deposition, no analysis was 
presented to qualify or quantify changes in these processes other than noting 
an increase in water velocities in some areas of the lower bay. Thus, the con- 
clusions presented in Lee (1984) were based on conjecture as opposed to an 
analysis of the modeling results. 
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\ KIDNEY ISLAND 

I SCALE: I"= 800' 1 
Figure 2. Green Bay existing and proposed CDF configuration 

After reviewing the limitations of the original study, the CENCE rejected 
the findings presented in Lee (1984) and requested that WES conduct a study 
to estimate potential impacts on water quality conditions. The WES study is 
documented in Swain and Bird (1987). Techniques used, along with data 
required for model calibration and validation, were discussed with and 
obtained from the Wisconsin Department of Natural Resources (WDNR). 

During the initial certification process, the WDNR requested that the Corps 
address their concern that the expansion would reduce mixing of the river and 
bay waters at the river mouth, thereby decreasing the assimilative capacity of 
waters, adversely impacting water quality conditions in this zone. While the 
state initially requested that the Corps perform a water quality study focusing 
on impacts of the proposed project on dissolved oxygen (DO) levels at the 
rnouth of the river, a compromise was reached whereby a combined hydrody- 
namic and mass transport model to calculate circulation and mass transport in 
the lower bay for both existing and proposed CDF configurations would suf- 
fice. Instead of modeling DO, a conservative tracer was used to depict the 
transport of pollutants through the riverbay system. 

A series of dynamic steady-state scenarios (i.e., steady river flows and 
seiches) were used to estimate the impact on water quality conditions. One 
series of tests examined the distribution of Fox River discharge as it enters the 
bay to quantify the percentage of discharge flowing into the eastern, central, 
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and western regions of the lower bay. This test was designed to address the 
conclusion presented in Lee (1984) that the CDF expansion would result in 
greater river flows entering Peats Lake. Test results show an insignificant 
change in river water transported into this region as a result of expanding 
Kidney Island, thus refuting the claim made in Lee (1984). 

A second series of tests examined the transport of a conservative substance 
through the Fox Rivertlower Green Bay system. This series is composed of 
three tests, each having a different flow rate specified at the DePere Dam 
boundary. Average lake level, wind velocity, and seiche period and amplitude 
were specified in each simulation. These tests were conducted where the 
lower bay is represented by both the existing and proposed CDF configura- 
tions. Flow field parameters were stored for subsequent input to the mass 
transport model. 

For each of the scenarios described above, the conservative substance (or 
tracer) was added to the system either as an instantaneous or as a continuous 
release. It was found that, for the instantaneous release tests, the CDF expan- 
sion does not significantly affect the transport of material within the lower bay. 
For the continuous release cases, very little difference in concentrations is 
noted in the Fox River and in the navigation channel. An insignificant change 
in concentration is found at locations west of the channel. 

Upon the completion of this study, the CENCE submitted the model and its 
results to the WDNR for their review. The WDNR performed a limited study 
in estimating impacts on dissolved oxygen resulting from the CDF expansion. 
Based on steady-state tracer concentrations supplied by WES, the WDNR 
averaged the tracer concentrations within the east, north, west, and south 
regions of the critical zone encompassing the Fox River mouth. Making sev- 
eral assumptions in forming a relationship between the conservative tracer and 
a biochemical-oxygen-demanding (BOD) substance, the WDNR estimated the 
change in dissolved oxygen concentrations would be less than 0.04 mg/L. 
Noting no appreciable change in dissolved oxygen, the WDNR concluded that 
the expansion of Kidney Island would not result in a violation of the state's 
dissolved oxygen standards. 

In April 1987, the WDNR issued a Notice of Preliminary Determination of 
Water Quality Certification to the CENCE. Following state statutes, the state 
advertised their intention to issue a construction permit to the Corps of Engi- 
neers for expanding Kidney Island. 

The Wisconsin Department of Justice h b l i c  Intervenors Office (PIO) took 
exception to this action and acquired the assistance of Dr. Lee as their primary 
technical expert to challenge the WES report. In a report sponsored by the 
PIO, Dr. Lee provided a review and critique of the hydrodynamic and transport 
modeling effort performed by WES. Criticisms expressed by Dr. Lee include: 

a. The rectilinear grid, despite its high resolution, is incapable of resolv- 
ing irregular landforms or features. 
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b. The grid boundaries for the transport model are too close to the critical 
zone, degrading modeling results. 

c. Tracer concentrations specified at the boundaries, chosen because they 
were representative of point source BOD distributions, provide a dis- 
torted solution because the BOD distribution in the lower bay does not 
resemble the single source conservative tracer distribution. 

d. The transport model was not calibrated or validated; therefore, model 
results are questionable. 

e. Only a limited number of conditions were simulated, neglecting rea- 
sonable ranges in conditions (e.g., variability in long-term lake levels). 

Additional criticisms were made by Dr. Lee concerning the analysis proce- 
dures used by the WDNR to assess DO impacts. First, averaging the tracer 
concentrations within the critical zone limits the maximum DO impact. Sec- 
ond, the analysis ignored ambient water quality conditions, or loadings pre- 
sently in the water. Third, the logic of relating a non-conservative substance, 
such as BOD, to a conservative substance is inaccurate. Dr. Lee concludes 
that the model results are inadequate to conclude that the expansion will not 
adversely impact waste-load allocation and other water quality concerns. 

A hearing was held in January 1988 in which the state was the primary 
respondent. Pre-hearing testimony was taken from Dr. Lee and two state offi- 
cials, including Mr. Dale Patterson of the WDNR. At the subsequent hearing, 
Dr. Lee and the two state officials presented the major testimony, essentially 
repeating their pre-hearing information. 

In August 1988, the hearing examiner, Mr. Patrick T. Currie, issued a Find- 
ings of FacB which reversed the initial determination by the WDNR to grant a 
water quality certification for the CDF expansion. This decision was reviewed 
by the Secretary of the WDNR, Mr. Carroll D. Besadny. In February 1989, 
the hearing examiner's decision was substantially amended. The key findings 
contained in the Decision on the Petition for Review include: 

Fact 26. "The analysis by the department, based on information supplied to 
i t  by the Corps, inadequately evaluated the impacts on dissolved oxygen 
caused by the redistribution of biochemical oxygen-demanding contaminants. 
In the evaluation, results in the critical zone, which encompassed 16 RMA 
nodes and 81 Corps nodes, were averaged to estimate the impact of the CDF 
expansion. This averaging underestimates the maximum impact to DO. In 
order to detennine if the activity will cause a violation of the DO standard, it 
is necessary to estimate the impact on the individual nodes rather than the 
average impact within the critical zone." 

Fact 27. "There is not a reasonable assurance the activity will be conducted 
in a manner which will not result in a violation of the 5 mg/L DO standard in 
Green Bay, including the area known as Peats Lake. Consequently there is not 
a reasonable assurance that the activity will be conducted in a manner which 
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will not result in a violation of the water quality standard adopted under sec- 
tion 144.025 (2)(b), Wis. Stats., as required by section M R  299.05(1)(b)3., Wis 
Adm. Code." 

Although the hearing examiner's decision was amended, the Secretary of 
the WDNR, Mr. Besadny, upheld the decision to deny issuing the water qual- 
ity certification for constructing the CDF expansion. 

Scope of Work 

In 1990, the CENCE requested that ?VES aid them in developing a study 
approach that would successfully address the concerns and satisfy the require- 
ments specified in the Besadny decision. A scope-of-work for a third study, to 
be conducted by WES, was developed with input and cooperation provided by 
the WDNR, PIO, and its chief expert witness, Dr. Lee. 

The agreed scope of work consisted of three major tasks. The first task 
involves developing a depth-integrated hydrodynamic model of lower Green 
Bay. It was recognized by the participants in scoping this study that: 1) the 
lower bay is very shallow and is well mixed most of the time and the primary 
hydrodynamic processes can be adequately described by a two-dimensional 
model approach, and 2) no existing model could accurately depict every hydro- 
dynamic and water quality process in this extremely complicated system. All 
previous studies of the lower bay realized these facts and adopted a two- 
dimensional model approach, including the study conducted by the State of 
Wisconsin for developing waste-load allocation (Patterson 1984). 

The hydrodynamic model selected by WES employs a boundary-fitted 
computational grid for smoothly depicting irregular coastal landforms. This 
feature addresses a concern of the previous WES study (i.e., Swain and Bird 
1987) that a rectilinear grid is incapable of representing Kidney Island and 
bathymetry gradients in shallower regions. 

The second task is the development of a water quality model for directly 
measuring potential impacts on DO concentrations. Water quality constituents 
affecting DO concentrations are simulated via their kinetic processes. In addi- 
tion to DO, modeled constituents include algae, labile and refractory carbona- 
ceous BOD, temperature, nitrate-nitrogen, ammonium-nitrogen, total organic 
nitrogen, total organic phosphorus, and orthophosphate-phosphorous. Further- 
more, sediment oxygen demand is specified as a benthic boundary condition, 
and reaeration is simulated using a wind-driven, gas transfer fo~mulation. 
There are also provisions for a conservative tracer. 

The assessment of whether the proposed CDF expansion will adversely 
impact water quality conditions will be made by comparing changes in DO 
concentration patterns resulting from the expansion. Furthermore, water qual- 
ity will be tested over a range of plausible hydrodynamic and hydrologic con- 
ditions. For example, tests will be conducted using several river flows, seiche 
conditions and lake levels, reflecting the historical range in levels for the lower 
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bay. Also, the study will address water quality in the mid- to late-summer 
time span, or when the water temperature is highest and the demand for DO is 
at its greatest. 

The third task involves estimating changes in sediment resuspension poten- 
tial in the lower bay as a result of the proposed expansion. Nutrients and 
toxins have an affinity for cohesive sediment, such as clays and silts, and can 
be adsorbed by sediment particles. Furthermore, elevated polychlorobiphenyls 
and heavy metal concentrations have been found in sediment cores collected in 
the lower bay (Kennedy 1991). A potential increase in concentrations of these 
materials in the water column could be induced by higher cursent velocities 
and the associated resuspension of cohesive sediment which had adsorbed 
these materials prior to deposition. A qualitative assessment is made by 
detenrlining those areas in the lower bay where the potential for sediment 
resuspension will increase due to expanding Kidney Island. This qualitative 
assessment focuses on delineating those areas that can be expected to experi- 
ence an increase in bottom shear stress, the process controlling resuspension of 
sediment. 

A Technical Review Panel (TRP) was established as an advisory body to 
provide expert review and guidance on model development and application as 
well as to provide technical oversight for this study effort. The panel's chaster 
is presented in Appendix A. Prospective TRP members were nominated by 
the CENCE, PIO, and WES. Qualifications for serving as a TRP member 
include technical expertise in hydrodynamic zld/or water quality modeling, 
experience in performing modeling studies conducted in the Great Lakes and 
familiarity with water quality problems associated with the Great Lakes. 
Members sewing on the TRP were: Dr. Keith W. Bedford, Ohio State Univer- 
sity; Dr. David Lam, Environment Canada; Dr. Kwang W. Lee, University of 
Wisconsin-Milwaukee; Dr. Steven McCutcheon, U.S. Environmental Protection 
Agency; and Mr. Dale Patterson, WDNR. 

Sewing in a technical advisory capacity, the TRP is to provide technical 
oversight and guidance for this study effort. As such, the TRP operated and 
made recommendations by consensus. However, recommendations made by 
the TRP were not required to be unanimous. 

The objective of this study is to assess potential impacts on water quality 
conditions in lower Green Bay resulting from modified current patterns 
induced by the CDF expansion. It is not the intent of the Corps that the model 
documented in this repost be perceived to support, supersede, or undermine the 
waste-load allocation (WLA) model presently in use by the WDNR. The 
"Corps" rnodel was developed to simulate phenomena at different spatial and 
temporal scales than those represented in the WLA model. Application of the 
Corps   nod el to investigate phenomena other than those for which it was devel- 
oped may not be appropriate and is, therefore, not recommended. 
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Organization sf Report 

This report is divided into nine chapters, with the first chapter being the 
introduction. Chapter 2 provides an overview of the dominant hydrodynamic 
and water quality processes of the lower bay, together with an analysis of pro- 
totype data collected within the study area. The governing equations and 
solution algorithm contained in the hydrodynamic model, and its implementa- 
tion to lower Green Bay are discussed in Chapters 3 and 4, respectively. 

The water quality model is described in Chapter 5, and its implementation 
to the lower bay is described in Chapter 6. Chapter 7 contains a description 
and analysis of the series of scenarios that were performed to assess the impact 
of the expansion on the water quality in lower Green Bay. A qualitative 
investigation of potential increases in sediment resuspension is presented in 
Chapter 8. A summary of project tasks, together with the conclusions drawn 
by WES from the modeling results, are presented in Chapter 9. Conclusions 
presented in this chapter do not necessarily reflect those drawn by the TRP. 
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2 Fie d Data Acquisition 

The basic purpose of the lower Green Bay study is to investigate potential 
impacts on water quality resulting from the expansion of the Kidney Island 
CDF. Current pattems within the lower bay may be modified by expanding 
the CDF, resulting in greater quantities of pollutants being transported into 
areas that are relatively unaffected by the pollutants. Hydrodynamic, meteoro- 
logic, and water quality data are required for calibrating and validating the 
numerical models used for simulating the hydrodynamic and water quality 
processes occurring in lower Green Bay. The following description contains a 
summary of measured field data provided for use in this study. 

This discussion is organized in the following format. First, an overview of 
the hydrodynamic and meteorological processes that affect current pattems in 
the lowcr bay is presented. Second, measured hydrodynamic and meteorologi- 
cal data sets are discussed from the standpoint of the time periods for which 
these data are available and synopticity of the data. Third, water-quality data 
are discussed. 

Overview of Hydrodynamic and Meteorological 
Processes 

From a hydrodynamic standpoint, processes influencing the current patterns 
and transport of pollutants within the lower bay, should the CDF be expanded, 
include: long-tenn lake water level fluctuations; river discharges; seiche 
action; and wind speeds and directions. A brief surnmary is presented for each 
of the above factors. Figure 3 illustrates the study area and shows the loca- 
tions of various water surface level gauges and current meters where data are 
available for calibrating and verifying the hydrodynamic model. 

Lake water level 

Grccn Bay water levels are dependent on annual and seasonal variations in 
precipitation within the Lake MichiganLake Huron drainage basin and also on 
thc regulated discharge exiting Lake Superior. Concerning seasonal variations, 
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Figure 3. Locations of water surface gauges and current meters 

water levels are generally lowest in mid-winter and continually rise during the 
first half of a year, reaching peak water levels in early to midsummer. There- 
after, these levels decrease until minimum levels are again experienced during 
the winter, completing the seasonal cycle. Monthly average water levels col- 
lected at Green Bay for May through August of years 1953 through 1980 are 
presented in Table 1. The monthly average water levels for these months 
ranged from 578.6 f t  IGLD to 578.9 ft IGLD. The highest monthly average 
water level for this period occurred in June 1974 at a level of 581.1 ft  IGLD, 
whereas the minimum average water level was experienced in May 1964 at a 
level of 575.9 St IGLD. Thus, over this 28-year period, average summertime 
water levels varied over a range of 5 ft. Furthermore, Patterson (1984) noted 
that this 5-ft range in water levels is equivalent to 25 percent of the lower 
bay's total water volume. 

For the years 1982 through 1984, monthly average water levels are pre- 
sented in Table 2. For 1983 and 1984, water levels experienced during the 
summer months were approximately 1 ft greater than the average water levels 
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recorded from 1953 through 1980. However, the gauging station was relocated 
in 1980, which may affect the measured water levels. 

River inflow 

The Fox River is the largest river draining into the lower bay. The East 
River, the second largest river in the area, joins the Fox River in the City of 
Green Bay, WI. East River flow rates are approximately 5 percent of the flow 
nleasured in the Fox River (Patterson 1984). 

Because the U.S. Geological Survey (USGS) does not maintain gaging sta- 
tions within the modeling area, it was necessary to substitute flow rates mea- 
sured at other USGS gauging stations. For the Fox River, flow rates measured 
at Rapid Croche Dam are substituted for those imposed at the DePere D m  
boundary. No adjustments were made to the discharge data to account for 
increased flows from the additional drainage area. Because Rapid Croche Dam 
is located approximately 9 miles upstream of DePere Dam, it was felt that 
additional flow volume would be negligible to the total flow volume discharg- 
ing from Rapid Croche Dam. 
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Flows collected on the Kewaunee River were substituted for those on the 
East River. Kewaunee River is located to the east of the lower bay and 
discharges into Lake Michigan. Because both rivers are within the vicinity of 
lower Green Bay, the drainage basin response to storms for these rivers should 
be temporally similar. However, flow rates assigned to East River were 
adjusted to account for the spatial differences in drainage areas between the 
Kewaunee and East River basins. (The East River basin is approximately one- 
fourth the size of the Kewaunee River basin.) 

Seiche activity 

Seiche oscillation periods and nodal positions for Lake Michigan and Green 
Bay are discussed in Mortimer and Fee (1976) and Rao, Mortimer, and 
Schwab (1 976). Dominant lake modes affecting the hydrodynamics in lower 
Green Bay have periods of 9.0, 3.7, and 2.2 hr, which represent modes 1, 3, 
and 5, respectively. 

Green Bay is also affected by inter-lake oscillations occurring between 
Lakes Michigan and Huron. This oscillation mode has a period of approxi- 
mately 12 hr. Because semidiurnal tidal effects have approximately the same 
period, tidal effects can increase seiche amplitudes if the seiche is in phase 
with the tidal oscillations. Green Bay experiences a maximum tidal range of 
10 cm. 

Seiche amplitudes were not discussed by Mortimer. However, Patterson 
(1984) estimated a mean seiche range of 0.60 ft for May and June, and a mean 
of 0.46 for July and August. For September and October, the mean seiche 
range is 0.64 ft. 

Wlnd speeds and directions 

Strong wind events associated with the passage of cold fronts through the 
Great Lakes region occur approximately every 5 to 7 days during the fall and 
spring, and 7 to 10 days during the summer. Durations for other localized 
events, such as thunderstorms, usually range from 3-6 hr, depending on the 
intensity of a particular weather front. 

Weather data were obtained from the U.S. Air Force Environmental Techni- 
cal Applications Center, Scott Air Force Base, Illinois, which maintains a 
database of meteorological data. Specifically, data obtained include synoptic 
wind speeds and directions measured at the Green Bay Municipal Airport. 
These data were recorded at hourly intervals. 

Based on an analysis of 1982 weather data, Patterson (1984) found that the 
mean wind speed for July through August was estimated at 6.4 knots, whereas 
a mean speed of 7.6 knots was estimated for September through October. For 
the years 1982 through 1984, average wind speeds and directions were ana- 
lyzed for the combined months of June, July, and August. Average wind 
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speeds for eight compass directions are presented in Table 3. Wind directions 
presented in this table denote the direction from which the winds are coming. 

Light or variable winds, though not noted in the table, represent conditions 
having a frequency of 6.9 percent. 

Table 3 
Average Wind Speeds and Dominant Wind Directions for Years 
1982 through 1984 

Wind directions experienced at the Green Bay Airport are primarily from 
the south, southwest, and west directions; winds from these directions have a 
combined frequency of 50 percent. Note that winds used in this analysis were 
recorded at Green Bay Airport. Because the distance from the airport to the 
bay is 6 miles, wind speeds and directions recorded at the airport may vary 
from those experienced on the bay. 

Compass 
Direction 

Review of Physical Data 

Wind speeds and directions 

Average Wind 
Velocity (mlsec) 

Meteorological data for Austin Straubel Field (Green Bay Airport) were 
obtained for the years 1949 through 1987. Austin Straubel Field is located at 
the edge of nletropolitan Green Bay, approximately 6 miles south-southwest of 
the Kidney Island CDF. From the hourly data for this station, daily averages 
for cloud cover, dry air temperature, dew-point temperature, barometric pres- 
sure, wind speed, and wet bulb temperature have been calculated and stored in 
data files for further use. Hourly wind direction data for this station have also 
been received. 

Northwest 

Additional meteorological data for the years 1986 through 1988 have been 
obtained from the Grcen Bay Metropolitan Sewer District. A meteorological 
station is located on the grounds of the wastewater treatment plant. These data 

Maximum Wind 
Velocity (mlsec) 
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include wind speed and direction, dry and wet bulb temperatures, and rainfall. 

River discharge 

As previously stated, the USGS does not maintain a gauge within the East 
River basin, and on the Fox River the gauge nearest to the study area is 
located at Rapid Croche Dam, approximately 9 miles upstream of DePere 
Dam. Patterson substituted Kewaunee River flows for East River flows in his 
study. Kewaunee River flows were adjusted to account for differences in basin 
areas. The USGS maintains a database containing daily-average discharges for 
all gauges in the United States. This database was obtained, and contains 
Kewaunee River flow rates for the years 1980 through 1990. 

Current velocity 

Synoptic cursent speed and direction data were obtained for five cursent 
stations located in lower Green Bay. These data were obtained from the 
WDNR. These data were recorded at 10-min intervals over the period from 
15 June 1984 through 31 August 1984. Figure 4 illustrates the time span over 
which these data are available. 

Of the five meters deployed during June 1984, only three were in continu- 
ous operation throughout this month: the north central, northeast, and south- 
east meters. The Dead Horse Bay meter was in operation from 15 June 
through 27 June. No additional data were collected during the rest of the 
deployment period. The central channel meter began operation on 29 June and 
remained in operation for the rest of the month. 

For July, the Dead Horse Bay current meter was not recording over the 
entire month and three other meters were malfunctioning during parts of this 
period. All water speeds and directions contained in the Dead Horse Bay 
cuuent meter data set were equal to zero. Current meters which malfunctioned 
during July are the northeast, central channel, and southeast meters. In all 
cases, water directions remained constant, but speeds did fluctuate. The north- 
east Ineler appears to have been fixed and functioning properly on 26 July. 
The southeast meter was malfunctioning for the entire month, whereas the 
central channel meter did not collect data on 26 July or the period from 
29 July through 3 1 July. 

Three meters were operating in August 1984. Of these three, only the 
nostheast meter was functioning for the entire month. The north central meter 
ceased operating 9 August, whereas the southeast meter began operating on 
9 August and remained operational for the rest of the month. 

Current data were recorded with Endeco 174 shallow-water meters. When 
new, these meters have a manufacturer-defined speed threshold of 2.57 cmls. 
This type of meter employs an impeller that rotates due to current flows. 
Velocity measurements are computed by counting the number of impeller 
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Figure 4. Time period of current meter measurements 

revolutions completed over a user-defined time period. The period at which 
these meters recorded this information was 10 min. Furthermore, these meters 
were deployed at approximately mid-depth, which was 1 m below the water 
surface for those stations situated in shallower water.' 

Meter Location June 1984 

Northeast 
North Central 
Southeast 
Central Channel 
Dead Horse Bay 

July 1984 

1 7 14 2 1 28 30 31 

Northeast fz2zzZa 
North Central ~////////////////////////////////////////f 

Southeast 
Central Channel n E Z l  

Dead Horse Bay 

Auqust 1984 

Northeast ~//// / / / / / / / / / / / / / / / / / / / / / / / / / /"/ / /d 

North Central lZZZZi 
Southeast h 
Central Channel 
Dead Horse Bay 

Personal Communication, August 1991, Dr. Kwang Lee, Professor, Department of Civil 
Engineering, University of Wisconsin, Milwaukee, WI. 
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Water sur%aee level 

Time series of water surface levels have been obtained from five gauging 
stations operating in lower Green Bay during the 1980s. Of those five gauges, 
only the National Oceanic and Atmospheric Administration's (NOAA's) 
Pulliam Power Plant gauging station, located at the mouth of the Fox River, is 
a permment gauge. Three temporary gauges, maintained by the USGS, were 
placed at the Angle Light station, Chicago and Northwestern (C&NW) Rail- 
road bridge (located at the southern limit of the City of Green Bay), and at 
DePere Dam. The fifth gauge was operated by the Green Bay Metropolitan 
Sewerage District (GBMSD) and was located in the vicinity of the Amoco 
storage facility. 

The temporary C&NW bridge and DePere gauges located on the Fox River 
were in operation during the summers of 1982 and 1983. The Angle Light 
gauging station was operated during the summers of 1982 through 1984. The 
time periods over which these gauges were in operation are summarized in 
Table 4. As part of the Green Bay Mass Balance Study, the GBMSD 
collected water levels at Angle Light during 1986 and at the Amoco facility, 
located midway between the Fox River mouth and the confluence of the East 
and Fox Rivers, from 1987 through 1990. 

Operation Periods of Temporary USGS Water Surface Elevation 
Gauges for Years 1982 through 1986 

Review of Water Quality Data 

Water quality data were obtained from Mr. Dale Patterson, WDNR. These 
data were used by the WDNR in developing a waste-load allocation model of 
the lower Green BayFox River system (Patterson 1985). Additional data were 
obtained from other investigators for various projects during the same time 
frame. The data collected by WDNR were also retrieved as part of a STORET 
database. 
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Two types of water quality data were collected by the WDNR and other 
investigators during this period. Grab samples were collected at various 
locations in the lower Fox River and lower Green Bay. The dates and type of 
data collected during midsummer 1983 are indicated in Tables 5 and 6. The 
second type of data consisted of continuous monitoring of dissolved oxygen 

Parameters for WDNR Synoptic Surveys, July-August 

I ' On 7-21-83, these samples were collected at stations located on the bay only. 
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and temperature probes operated by GBMSD. These were located along the 
Fox River and on Kidney Island, Grassy Island, and Angle Light. 

Grab sample data during 1983 were collected by the WDNR and GBMSD - 
University of Wisconsin, Green Bay (UWGB). These data are reported in 
Appendix 2 of the WDNR waste-load allocation report (Patterson 1985). 
Many of the data contained in Appendix 2 of the WDNR report were also 
retrieved during a STORET database search. The locations of these stations in 
relation to the water quality model grid were established using the maps con- 
tained in that report and the results of the STORET data search (Figures 5 
and 6). 

Of the continuous monitoring stations operated by GBMSD, eight were 
"operational" during the summer of 1983. This does not imply that they were 
actively recording data but that they were in place. The locations of these sta- 
tions are shown in Figure 7. One station located at the Proctor and Gamble 
intake pipe was not used for comparisons due to temperature differences 
between the water in the pipe and the river. Patterson (1985) attributed this to 
heating occuning in the buried pipe. Only the station at Depere Dam had a 
continuous record of data over the calibration period. The records for the 
Main Street Bridge monitoring station and the Schmidt Dock station are nearly 
complete during the calibration period. These stations are missing data during 
only a few short periods. The stations at the C&NW bridge and Angle Light 
are missing data over large portions of the calibration period. 

No data were collected at the Grassy Island station during the calibration 
period. Several data gaps occurred at the Kidney Island monitoring station 
during the calibration period. Patterson rated each of the monitoring stations 
based upon the perceived quality of the data as indicated by calibration logs 
and monitor reliability. A summary of his ratings of the continuous monitor- 
ing stations is provided in Table 7. 

Hourly temperature and DO data from automated monitoring stations 
located in the Fox River and lower Green Bay were obtained for a portion of 
the year 1983. Nine stations were located in this region, four of which sam- 
pled both the surface and bottom waters. The station with the most complete 
record is the WDNR sampling station downstream of DePere Dam, with 
hourly values reported from May 1 through October 31, 1983. Only a few 
days within this period at this station did not have any observations. Records 
for the other stations during this time are not as complete. 

Meteorological data for Austin Straubel Field (Green Bay Airport) for the 
period of record, 1949 through 1987, were obtained from the U.S. Air Force 
Environmental Technical Applications Center, Scott Air Force Base, Illinois. 
Austin Straubel Field is located slightly over 6 miles southwest of the Fox 
River mouth and Kidney Island CDF. Hourly data from the airport were used 
to compute daily average values of cloud cover, dry and wet bulb tempera- 
tures, dew-point temperatures, and barometric pressure. This information was 
used to generate average daily solar radiation for the calibration period and the 
scenario runs. 
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Figure 5. GBMSD and UWGB water quality grab sample stations 
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Dam 

Figure 7. Continuous DO monitoring stations in place during calibration period 

Perceived Quality of Continuous DO Monitoring Stations Operating During 
July - August 1983 (WDNR 1985) 
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Data on point source loads for the eight dischargers along the lower Fox 
River for the calibration period were provided by WDNR. These data were in 
the f o ~ m  of input decks to the model used by them for their wasteload alloca- 
tion study. For the calibration period the loadings were generated by WDNR 
from information contained in Discharger Monitoring Reports (WDNR 1986). 
The location of the point source dischargers was determined from maps in the 
WDNR waste-load allocation report and data obtained from the STORET 
retrieval. 

Pennit loads were used for the point source loads during the scenario runs. 
These loads were generated using information contained in the WDNR report. 
Permit loadings are a function of the Fox River flow at Rapid Croche Dam. 
These flows were obtained from a USGS database contained on a compact 
disk. 
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3 Description of the 
Hydrodynamic Mode 

The numerical hydrodynamic model CH3D (Curvilinear Hydrodynamics in 
Three Dimensions) was selected for providing detailed hydrodynamic flow 
field information for input to the water quality model. The basic model was 
developed by Sheng (1986) but was extensively modified in its application to 
the Chesapeake Bay Study (Johnson et al. 1991). These modifications include 
implementing different basic numerical formulations of the governing equa- 
tions as well as substantial recoding of the model to provide more efficient 
computing. Physical processes impacting circulation which are modeled 
include seiche, wind and river inflow, and the effect of the earth's rotation 
(i.e., Coriolis effect). 

This model possesses the ability to define a basin in a boundany-fitted 
coordinate system, allowing grid coordinate lines to confonm with isregular 
coastal features, such as a shoreline or navigation channel. The solution algo- 
rithm employs an external-internal mode-splitting technique. In the external 
mode, finite difference approximations of the vertically integrated Navier- 
Stokes equations are solved, yielding water surface elevations and depth- 
averaged x- and y-direction unit flow rates. This information is then processed 
in the internal Inode to determine the x-, y-, and z-direction velocity distribu- 
tions through the water column. Because the lower Green Bay model is 
applied in a two-dimensional, depth-averaged (i.e., exte~nal) mode, the internal 
mode is not discussed in this chapter. 

Governing Equations 

The hydrodynamic equations used in CH3D are derived from the classical 
Navier-Stokes equations fonnulated in a Cartesian coordinate system 
(Figure 8a). Assuming that the vertical water accelerations are small in com- 
parison with the gravitational acceleration (i.e., hydrostatic pressure conditions 
exist), and that the fluid is homogeneous and incon~pressible, the depth- 
averaged approxi~nation yields the following in-plan, two-dimensional form of 
the governing equations: 
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where 

x, y, t = independent space and time variables 

S = water surface displacement measured relative to an arbitrary 
datum 

/.I = static wates depth measured from the same datum 

H = total water depth (h+S) 

U, V = unit flow rate components in the x- and y-directions, 
respectively 

zgx, xBy = bottom shear stress in the x- and y-directions, respectively 

f = Coriolis parameter 

AH = generalized dispersion coefficient 

g = gravitational acceleration 

T,,, T~~ = surface shear stress in the x- and y-directions, respectively 

p = water density (assumed to be constant) 
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a. Cartesian coordinate system 

Figure 8. Definition sketches 
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Bottom shear stress formulation 

The CH3D model uses the following quadratic expression to represent the 
bottom shear stress in the x-momentum equation: 

where 

g = gravitational acceleration 

C, = Chezy's resistance factor 

H = water depth 

U ,  V = unit flow rate components in the x- and y-directions, respectively 

A similar expression is used for zgy in the y-momentum equation. 

Rather than specifying the Chezy resistance factor, Manning's n , which is 
independent of depth, is input to the model. These coefficients are related 
through the following equation: 

Furthermore, CH3D has an option for defining Manning's n as a function of 
depth and can be used to specify changes in bottom roughness at different 
water depths. 

Suflace shear stress formulation 

The surface shear stress z, is formulated as: 

wherc p, is the air density, W is the wind velocity, and CD is a dimensionless 
wind drag coeff3cient. CH3D uses the wind drag formulation presented in 
Garratt (1977): 
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where o is the resultant wind speed. This formulation requires wind speeds 
specified in units of meters per second. Furthermore, an upper limit of 
3.0x10-~ is specified for this coefficient. Thus, for wind speeds greater than 
65 knots, a constant drag coefficient is applied. 

Although it is not a true force, the Coriolis effect accounts for the apparent 
deflection in a fluid's trajectory that is induced by the rotation of the earth. 
The Coriolis parameter f is expressed as: 

where v is the angular speed of the earth's rotation (7.292 x radlsec) and 
h is the latitude of the study area. 

Transformation of Governing Equations 

The governing equations contained in CH3D were developed in a non- 
orthogonal curvilinear coordinate system. This system, however, necessitates 
the transformation of the governing equations into a non-orthogonal curvilinear 
or boundary-fitted coordinate system (5,q). Both independent (e.g., x, y) and 
dependent variables (e.g., U, V) in the governing equations are transformed 
into the (5,111 curvilinear system. Furthermore, CH3D employs contravariant 
components, as opposed to covariant components, in the transformation of the 
governing equations. Thus, velocities are defined perpendicular to a cell face, 
as opposed to parallel to a cell face. 

The flow rate components in physical space (i.e., U(i) and V(j)) are 
related to the contravariant components (i.e., ui , V' , ~j , Vj) by the follow- 
ing equations: 

where: 
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and 1 g / is the determinant of the nletric tensor gij: 

Whereas scalar quantities in the physical plane are identical to themselves in 
the transfonzled plane, all spatial derivatives containing these terms must be 
transformed. The surface slope tenns are transformed as follows: 

where <q1.I are inverse metric tensor components: 
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The transfonlled governing equations developed by Sheng (1986) are as 
follows: 

2 112 (xllo=? + 2 Y 1 2 U = ~  + g2?V ) 
+ 8 V + Diffusion * = 0 

c f H 2  

Continuity 

where 
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U,V = contravariant unit flow rate components in the transformed 
plane (superscripts have been dropped for convenience) 

glJ = inverse metric tensor components 

gij = metric tensor components 

I SS 1 = determinant of the metric tensor, I g I , at an S-point 

I g, I = determinant of the metric tensor, I g 1 , at a U-face 

I g, I = determinant of the metric tensor, / g / , at a V-face 
- 
0 = average x-direction unit flow rate at a V-face 
- 
V = average y-direction unit flow rate at a U-face 

The inertial and diffusion terms in contravariant coordinates are quite lengthy 
and thus are omitted in this report. However, these terms are presented in 
Johnson et al. (1991). 

Non-Dimensionalization of Governing Equations 

The dimensionless forms of the goveming equations are used to facilitate 
relative magnitude comparisons of the various terms in the goveming equations 
and to minimize the effects of round-off errors during computations. The 
following dimensionless variables are used: 
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These definitions yield the following dimensionless parameters in the govem- 
ing equations: 

Vertical Prandtl (Schmidt) Number: Pry = AJK,,, 

Froude Number: Fr = ~ ~ l ( g z ~ > ~ ~  

Rossby Number: Ro = U r I K  

Densimetric Froude Number: FrD = Fr 1 6 

where 

U , ,  p,,  X r 9  & ,  A,, and K, are arbitrary reference values of the 
velocity, density, length, depth, dispersion, and diffusion. 

Using the dimensionless variables (asterisks have been dropped) and the 
parameters previously defined, the vertically integrated equations constituting 
the external mode are: 

where 
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Finite Difference Approximations of Governing 
Equations 

The finite difference approximations to the governing equations are based 
on a Eulerian system where the velocities and water surface fluctuations are 
computed at discrete locations within the flow field. A network of grid cells is 
used to define the parameter locations. A representative grid cell in computa- 
tional space ( 5 , ~ )  is shown in Figure 8b. In this staggered grid, the water 
surface fluctuation is defined at the cell center ( i ,  j) , 5-direction unit flow 
rates (U)  are defined at the "west" (i,  j) and "east" (i+l, j) cell faces, and 
the q-direction unit flow rates ( V )  are computed at the "south" (i,  j)  and 
"north" ( i ,  j+l) cell faces. The finite difference approximations of the gov- 
erning equations follow. Note that the continuity equation is split into two 
parts. The sum of these equations is the original continuity equation. 
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where 

n = previous time level 
* = intermediate time level 

n+l  = solve for this time level 
9 = weighting factor between successive time levels 
I = inertia 
D = dispersion 

and 

Chapter 3 Description of the Hydrodynamic Model 



The computational procedure used in CH3D is based on an Alternating 
Direction Implicit scheme moache 1976). Using this method, the 5- and 
q-momentum equations are solved separately, and each calculation in time is 
made in two stages. In the first stage, the 6-continuity and !-momentum equa- 
tions are solved along each row of the grid to progress from time level n to 
an intermediate time level *. The 6-direction unit flow rate components and 
water surface fluctuations are solved implicitly, and the q-direction unit flow 
rate components are supplied from time level n. The 5-direction unit flow 
rates from this step represent those at time level n+l , whereas the water 
surface fluctuations are only an approximation to those at time level n+l . 
The q-direction unit flow rate components remain at time level n . In the 
second stage, the q-continuity and q-momentum equations are solved along 
each column for the q-direction unit flow rates and the water surface fluctua- 
tions at time level n+l . !-direction unit flow rate components are supplied 
from the first-stage calculations. 

As shown in the finite difference approximations to the governing equa- 
tions, a weighting factor 0 is used to place the water surface slope and bot- 
tom friction tenns between time levels n and n+l . When the weighting 
factor equals 0.0, these terms are evaluated at the previous time level n 
(explicit treatment), whereas when the weighting factor equals 1 .O, they are 
evaluated at the new time level n+l (implicit treatment). Usually a value 
between 0.0 and 1.0 is used. 
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ementation of the 
Hydrodynamic Mode 

Implementation of the hydrodynamic model is described in several sections. 
First, a discussion of the numerical grid is given, which describes its develop- 
ment and the bathymetry used in depicting the lower bay. Second, model 
calibration is discussed. This section includes an overview of the boundary- 
forcing conditions, a qualitative description of the events occurring during this 
period, a discussion of the calibration procedure, followed by an analysis of 
the model results. Third, the validation procedure is presented and is given in 
a format similar to the calibration procedure; a qualitative description of the 
events is discussed, and is followed by the presentation of the validation 
results. Fourth, an assessment of overall model performance is presented 
together with a diagnostic analysis of model calibration and validation results. 
Fifth, a discussion of wind drag coefficients is presented. 

Numerical Grid Development 

The lower Green Bay grid was constructed using a non-orthogonal grid 
system, permitting coordinate lines to smoothly follow the irregular landforms 
in the study area, including the shoreline, Kidney Island, and Long Tail Point, 
as well as the navigation channel. Presented in Figure 9, overall grid dimen- 
sions were 93 by 79 cells. Within the bay proper, the grid measured 41 by 79 
cells. The grid's finest resolution was placed at the confluence of the Fox 
River and the bay. Cells in this area measured approximately 75 ft  by 125 ft 
in the east-west and north-south directions, respectively. The coarsest grid 
resolution was placed at the northwest comer of the grid where cells measured 
approximately 1,550 ft by 2,700 ft. 

As per the recommendations made by the TRP, a second grid was con- 
structed for investigating the sensitivity of model results to the grid aspect ratio 
of cells in the northern section of the original (coarse) grid. Compared with 
the original grid, the second was constructed by doubling the number of cells 
in the north-south direction from the grid's northern edge to approximately 
Grassy Island (Figure 10). Cell resolution was also doubled in the east-west 
direction from the grid's eastern edge to Kidney Island. As a consequence of 
doubling the resolution in both the north-south and east-west directions, the 
northeast section of the grid has four times the resolution of the original grid. 
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Figure 9.  Coarse-resolution numerical grid 

For areas south of Grassy Island and west of Kidney Island, grid resolution 
was unchanged. 

The second, or fine resolution, grid was constructed with an overall dimen- 
sion of 109 by 87 cells. Within the lower bay, omitting the Fox and East 
Rivers, the second grid measured 57 by 87 cells. At the northern grid 
boundary, cell widths in the north-south directions were approximately 
1,100 St, whereas in the east-west direction, cell widths ranged from 100 ft in 
the vicinity of the channel to 2,600 ft at the grid's western edge. The grid's 
finest resolution was placed at the Fox River mouth. Cell resolution in this 
area remained unchanged. 

Lower Green Bay contains several areas that can become exposed during 
periods of lower lake levels or during extreme seiche action. These areas, 
delineated by Patterson1 and presented in Figure 11, include: Frying Pan 
Shoals, Grassy and Cat Islands, Peats Lake, and Dead Horse Bay. Areas 
denoted by solid black in this figure represent islands that are always exposed, 
regardless of changing lake levels. Areas designated with a double cross- 
hatch, such as portions of Grassy Island, become exposed when lake levels are 

Personal correspondence, 12 April 1991, D. Patterson, Wisconsin Department of Natural 
Resources, Madison, WI. 
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Figure 10. Fine-resolution numerical grid 

Figure 11. Location of shallow-water areas in lower Green Bay 
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below 578.5 ft IGLD. Sites denoted with a single crosshatch represent loca- 
tions having elevations that are approximately l ft below the low water datum 
of 576.8 ft IGLD. 

Grid sensitivity tests 

Two sets of tests were performed for investigating the model's sensitivity to 
specification of bathymetry. These tests were performed using the coarse 
numerical grid, together with the original depth data set (denoted as "old 
depths" in the comparisons) and with the modified depth data set containing 
the information provided by Patterson (denoted as "new (depths" in the compar- 
isons). It is important to note that these tests were conducted with an 
uncalibrated model. 

The first set of comparisons, referred to as Case A, represent flow field 
conditions in the lower bay during a calm wind event. These tests began at 
2200 on 27 July 1982 and concluded 24 hr later at 2200 on 28 July. A 60-sec 
time-step was used in this simulation. A flow rate of 3,000 cfs is specified for 
the Fox River at the DePere Dam boundary, whereas a zero flow condition is 
specified at the upstream boundary of the East River. The open water bound- 
ary was driven with a time series of water surface fluctuations recorded at the 
Angle Light gauging station. This information was obtained from Lee (1984) 
and was supplied to the model in 1-hr increments. Wind speeds and directions 
were supplied from vector plots contained in Lee and represent hourly aver- 
aged data; however, these data were supplied to the model every 2 hr. 

The second set of comparisons, referred to as Case 5 ,  represent conditions 
in the lower Green Bay during an extreme windlseiche event where the pre- 
dominant wind direction is from the north-northeast, or along the Bay's longi- 
tudinal axis. This comparison replicates the period from 26 June 1983 at 2300 
through 27 June at 2300. Total simulation time was 24 hr and a 60-sec time- 
step was used in each simulation. Similar procedures were used in Case B 
tests as those described for Case A. The open-water boundary was driven with 
water surface fluctuations recorded at Angle Light gauging station. These data 
were obtained from the Lee report. Wind speeds and directions were specified 
hourly. A zero flow condition was specified at the upstream boundary of the 
East River, whereas a flow rate of 3,000 cfs was specified at the Fox River 
boundary. 

For Cases A and B, comparisons are made at 15 numerical gauges. Loca- 
tions for gauges l through 12 are presented in Figure 12. The remaining three 
gauges are located at the outer open water boundary, Fox River mouth and 
DePere Dam. Plots displaying time-series of water surface fluctuations 
together with water velocity magnitudes and directions are contained in 
Volume 2 of this report. Water velocity directions are defined with the 
standard oceanographic convention: an angle equal to zero defines water flow- 
ing from south to north, and angles increase in the clockwise direction. For 
both Cases A and 5 ,  modifications to the bathymetry had a negligible effect 
on the predicted water surface levels, except at the DePere Dam gauge. The 
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Figure 12. Location of gauges in sensitivity tests 

differences in water levels computed at the dam are attributed to modifications 
of depths in the lower bay and also to modifying the depths of cells adjacent 
to the channel in the upper reach of the lower Fox River. 

Modification of water depths had a greater impact on water velocities than 
on the water surface levels. The greatest change in velocities occurred in the 
vicinity of Kidney Island, numerical gauges 2 and 3, and at the mouth of the 
Fox River. Velocities computed at these gauges are presented in Figures 13 
and 14. It is in these areas that depths were changed the most. Behind 
Kidney Island, for example, water velocities were approximately 40 percent 
greater with the modified depths as opposed to the original depths. The origi- 
nal data set contained water depths of approximately 7 ft, whereas in the modi- 
fied data set, these depths averaged 4 ft. Thus, the cross-sectional area of the 
channel iunning behind Kidney Island had been reduced by approximately 
40 percent, which is consistent with the increase in velocities computed with 
the modified depths. 

Modified depths also had a pronounced effect on water velocities computed 
at the Fox River mouth. Water depths adjacent to the shipping channel in the 
vicinity of the mouth were changed from 7 ft to 4 ft. Furthermore, depths 
assigned to cells along the shoreline were also reduced from 7 ft to 4 ft. 
(Water depths assigned to cells composing the channel were unchanged.) As a 
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I EFFECTS OF WATER DEPTHS: CRSE A 

Figure 13. Comparison of water velocities at gauge 2 in depth sensitivity test 
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fied depths were as much as 5 cm/sec greater (or 17 percent) than those pre- 
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Case B, numerical gauge 7, located between Frying Pan Shoals and Grassy 
Island, also experienced a significant increase in water velocities (Figure 15). 
These differences approached 7 cmlsec, doubling those velocities computed 
with the original depth data set. Depths in this area were modified signifi- 
cantly from those presented at the second Technical Review meeting. Further- 
more, Frying Pan Shoals and Grassy Island, originally depicted as islands in 
the original depth data set, were simulated with cells having water depths of 
2 ft in the modified data set. Velocity directions were also affected by modi- 
fying the depths. During periods of receding water levels, with the circulation 
at this gauge in roughly the eastern direction, these differences approached 
approximately 15 deg. The modified depths result in a heading of northeast as 
opposed to east-northeast. However, the greatest differences in directions 
occurred during periods when the velocity at this gauge approached zero, and 
are, therefore, subjected to a greater degree of round-off error in the model. 

.... .... OLO DEPTHS 
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Figure 14. Comparison of water velocities at gauge 3 in depth sensitivity test 
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Similar deviations in velocity direction were also found at gauge 8, which 
is located within Dead Horse Bay (Figure 16). During periods of rising water 
levels, currents predicted with the modified depths had headings of west as 
opposed to northwest for the simulation using the original depths. Again, the 
greatest difference occurred during periods when the velocity at this gauge 
approached zero. 
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Cases A and B were repeated for purposes of comparing model results 
produced using the coarse- and fine-resolution grids. Each grid depicts the 
existing Kidney Island configuration and water depths have been updated to 
incorporate those suggestions made by Patterson. Furthermore, comparisons of 
water surface level fluctuations and water velocities and directions are made at 
the same 15 gauge locations as those presented in the water depth sensitivity 
tests discussed above. Because of the differing grid resolutions, gauge loca- 
tions do not match exactly for the two grids. These differences lead to appar- 
ent changes in phase and magnitude when comparing time-series output gener- 
ated using different grids. Gauges that are affected the most are those located 
in the northern section of the grid, namely gauges 7 through 12. Figure 17 
displays the velocities computed at gauge 7. 

?--' 
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EFFECTS OF WATER DEPTHS: CASE B 

GAGE 7 

X - NEH DEPTHS 
m . , . . . . , . , OLD DEPTHS 

- 
(n 9 
2 
0 
0 w ?  g 2 
m 

? 
0 

.o 
TIME (HRSI 

. o  
TIME (HRSI 

Figure 15. Comparison of water velocities at gauge 7 in depth sensitivity test 

As with the water depth sensitivity tests, differences in water surface level 
fluctuations between the coarse- and fine-resolution grids were negligible. 
Differences between water velocities were generally small, typically less than 
1 cmlsec. The greatest differences in water velocity magnitudes were again 
computed behind Kidney Island, where differences approached 4 cm/sec (or 40 
percent). It is felt that these differences were due, in part, to the increased grid 
resolution in the eastern portion of the grid. Comparison of gauges located 
immediately north and west of the island shows minimal differences in 
magnitudes. 

For Case B, velocity directions predicted at numerical gauge 7, located 
between Frying Pan Shoals and Grassy Island, varied by approximately 10 deg 
during periods of receding water levels (Figure 18). During these periods, 
velocity directions computed with the fine-resolution grid had a heading of NE 
as opposed to ENE for the coarse-resolution grid. This difference is due, in 
part, to the increased grid/bathymetry resolution within this area. 

Similar differences in velocity directions were also found at gauge 8, which 
is located within Dead Horse Bay (Figure 19). During periods of rising water 
levels, currents predicted with the finer resolution grid had headings of NW as 
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Figure 16. Comparison of water velocities at gauge 8 in depth sensitivity test 

EFFECTS OF WATER DEPTHS: CASE B 
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opposed to W for the simulation using the coarse grid. Again, this discrepancy 
is attributed to the increased gridbathymetry resolution within this area. 
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Review of both the bathymetry and grid aspect ratio sensitivity tests has 
shown that the model, in general, is more sensitive to changes in depth than to 
changes in cell sizes. However, comparisons made at gauges 7 and 8 have 
shown that water velocities (both magnitudes and directions) are sensitive to 
the cell sizes within these locales. The lack of change in velocities measured 
at gauges 9 through 12 suggests that the difference in velocities produced with 
the coarse and fine grids result from greater gridlbathymetry resolution pro- 
vided with Dead Horse Bay and within the vicinity of Frying Pan Shoals and 
Grassy Island. 
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Figure 17. Comparison of water velocities at gauge 7 in grid sensitivity test 

Calibration of the Hydrodynamic Model 

During the latter stages of constructing a numerical model, the model must 
undergo calibration and validation to ensure that it accurately predicts hydro- 
dynamic conditions within a given study area. The accuracy of model results 
is greatly influenced by the accuracy of boundary and forcing conditions, 
representation of the geometry of the study area (i.e., bathymetry and 
landlwater interface), and to a lesser degree, the choice of certain "calibration" 
parameters. Calibration is the procedure where certain model parameters, such 
as the bottom friction coefficient, are adjusted to maximize agreement between 
model results and measured field data. Once the calibration procedure is com- 
pleted, then the model undergoes a validation procedure to ensure that the 
111odel can replicate differing conditions. In this procedure, the model is 
applied without adjusting those parameters determined in the calibration proce- 
dure. Obtaining a good comparison between model and measured data in the 
verification procedure provides confidence that the model can accurately simu- 
late hydrodynamics. 
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Figure 18. Comparison of water velocities at gauge 7 in grid sensitivity test 

The strategy for selecting the time spans over which to calibrate and vali- 
date the lower Green Bay model consists of three criteria. First, the selected 
periods should have the greatest quantity of accurate, synoptic field data avail- 
able for comparing with model results. Second, these data should be collected 
over a wide spatial area within the modeling domain to ensure that accurate 
results are obtained throughout the study area. Third, in order to show that the 
model can replicate a broad spectruIn of events, these periods should retlect 
both average and extreme events that are commonly experienced in the study 
area. 

In addition, because the hydrodynamic model is subsequently used for 
supplying flow field parameters to the water-quality model, the hydrodynamic 
model should be tested over a time span or "loading cycle" consistent with the 
transport of a contaminant within a baylriver environment. During calm per- 
iods, river discharges may lack sufficient Inonlenturn in which to flush the 
loading into open water. Under these conditions, the loading will reside within 
the river and in the immediate vicinity of the mouth; therefore, diffusion 
becomes an important process in transporting the loading into open water. For 
lower Green Bay, loadings nonnally reside within 0.25 mile of the Fox River 
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Figure 19. Comparison of water velocities at gauge 8 in grid sensitivity test 

mouth (Patterson 1984). During extreme events, seiche action and/or high 
river discharges can provide sufficient ~nomentum for transporting the loadings 
into open water. Because of the oscillating nature of a seiche, loading trans- 
port will alternately be directed upstream and towards the open water. In 
summer, a given loading cycle typically consists of a calm period lasting 
approximately 7 to 10 days, followed by stonn conditions lasting for 1 to 
2 days. Thus, the lower Green Bay model was calibrated and verified over a 
multi-week period. 

The time span selected for calibrating the hydrodyna~lic model began on 
16 June 1984 at 0000 CST and concluded 14 days later at 2400 CST on 
30 June. During this period, the lower bay experienced two relatively high 
wind events, with one event inducing a maximum range of water level fluctua- 
tions of 1.6 ft, or 2.5 times greater than the mean water surface fluctuation 
range for this area (Patterson 1984). 
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Overview 

Model calibration and validation were performed using the high-resolution 
grid. Average water levels recorded at the Angle Light gauging station during 
the latter half of June 1984 were approximately 580.1 ft IGLD. A minimum 
water level of approximately 579.3 ft ICLD was recorded during the last week 
of June. Because these water surface levels were above the elevations of the 
shallow areas described previously, both the single and double crosshatch areas 
shown in Figure 11 were treated as submerged regions in the model. 

The open-water boundary was driven with a time series of water surface 
levels recorded at the Angle Light gauging station. Thesc: data were measured 
at 15-min intervals. The fine temporal resolution of the data ensures, to a 
certain degree, that the dominant oscillation modes affecting the lower bay are 
resolved in the model. Water levels were supplied to the model at the 15-min 
interval, and water levels were updated via linear interpolation at those time- 
steps falling between the 15-min intervals. At each time-step, the measuredl 
updated water surface level was assigned uniformly across the open boundary. 
No water surface level gradient was imposed along this boundary. 

Water level data were not adjusted, in phase or amplitude, to account for 
the distance between the locations of the gauging station and the outer bound- 
ary. As a consequence, the water surface levels and velocities computed by 
the model can be expected to contain phase errors of several minutes. Because 
the time series is being applied to the model boundary north of the gauge, 
computed flow field parameters should lag behind the measured data during 
periods when the net flow is to the south, and the model results should lead 
the measured data when the net flow has a northerly heading. 

Wind speed and direction time histolies specified in the model were 
recorded at the Green Bay Municipal Airport, which is located about 6 miles 
south-southwest of the bay. Wind data were supplied to the model at 1-hr 
intervals. Ful-thermore, these data were updated via linear interpolation at 
those time-steps falling between the full hour. Wind directions measured at 
the airport were not altered. Following the procedures presented in Patterson 
(1984), wind speeds were increased by 31 percent to account for over-land 
surface fiiction effects. 

Water discharges were specified at the upstream boundaries of the Fox and 
East Rivers. Because the USGS does not maintain velocity gauges within the 
modeling area of the Fox River, it was necessary to substitute flow rates mea- 
sured at Rapid Croche Dam, which is located approximately 9 miles upstream 
of DePere Dam. No adjustments were made to the flow rates measured at the 
Rapid Croche gauge. 

The USGS does not maintain a discharge gauging station on the East River. 
Patterson (1984) used flows measured by the USGS on the Mewaunee River as 
a replacement. The Kewaunee River basin, which is located to the east of 
lower Green Bay and drains into Lake Michigan, has approximately one fourth 
the drainage area of the East River basin. Patterson adjusted flow rates 
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measured on the Kewaunee River to reflect the differences in drainage areas 
between these two livers by one fourth. This procedure was adopted in this 
study. 

Discharge data provided by the USGS consist of daily-averaged flow rates. 
Thus, for each river the model was supplied with one flow rate for each day of 
the simulation. Flow rates were updated via linear interpolation at each time- 
step during the simulation. Fox River and adjusted East River flow rates were 
obtained from Patterson's data sets, bypassing the need for modifying 
Kewaunee River flows. 

Data available for comparison with the model results include time series of 
water surface levels recorded at the NOAA-operated Pulliam Power Plant 
gauging station and current speeds and directions from the five current meters. 
(Because water level data collected at the Angle Light gauging station are used 
for driving the open water boundary, these data cannot be used for comparison 
purposes.) The reader is referred to Figure 3 for locations of these gauges and 
meters. 

Water levels were recorded by the Pulliam gauge at 1-hr intervals. Because 
of the relatively coarse temporal resolution, the measured data do not resolve 
the higher-frequency oscillations associated with Lake Michigan and Green 
Bay oscillation modes. 

Current data were recorded with Endeco 174 shallow water meters. When 
new, the meter has a manufacturer-defined speed threshold of 2.57 cm/s. This 
type of meter employs an impeller that rotates due to current flows. Time- 
averaged velocity measurements are computed by counting the number of 
impeller revolutions completed over a user-defined time period. The period at 
which these meters recorded this information was 10 min. Furthermore, these 
meters were deployed at an approximate depth of 1 m below the water 
surface. l 

Of the five meters deployed during the calibration period, only three meters 
were in continuous operation throughout the entire period. These three meters 
are the north central, northeast, and southeast meters. The Dead Horse Bay 
meter was in operation from simulation hour 0 through hour 299. It was not 
operating for the remaining sinlulation period. The central channel meter 
began operation at simulation hour 305 and continued operating for the rest of 
the period. (It appears that only four meters were deployed in the lower bay, 
and the sane meter was used at the Dead Horse Bay and central channel sites.) 

Personal co~n~nunication, August 1991, Dr. Kwang Lee, Professor, Department of Civil 
Engineering, University of Wisconsin, Milwaukee, WI. 
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Calibration procedure 

Calibration was performed primarily through adjusting the bottom friction 
coefficient, Manning's n. Selecting the proper coefficient involved a three- 
stage procedure. In the first stage, a global coefficient was specified through- 
out the grid and the model was run over a wide range of values, from 0.020 to 
0.045, to determine a "ballpark" coefficient. This value was determined by 
comparing predicted water surface levels with those measured at the Pulliarn 
gauge station. 

With this ballpark coefficient serving as a basis, the model was again run 
over a range of global values, but in this second stage, a narrower range of 
coefficients was used for optimizing model-generated velocities. In addition to 
comparing water levels, this stage also incorporated a comparison of model- 
generated velocities with those measured by the current meters. This stage 
yielded a refined friction coefficient, as compared to the ballpark coefficient 
obtained in the previous stage. 

In the third stage, bottom friction coefficients were adjusted in shallower 
regions in order to better represent the frictional drag of these areas. After 
completing this task, the model was able to reproduce the water speeds 
recorded by the meters. However, model-generated water directions were not 
as accurate. In an effort to improve model results, wind speeds were increased 
from 31 percent above those recorded at the airport to 50 percent above 
airport-recorded wind speeds. It was found that once the wind speeds were 
adjusted, the model reproduced water speeds and directions with a higher 
degree of accuracy. Current pattelns are, in part, dependent on the surface 
shear stress imposed by wind. In this study, the surface shear stress is repre- 
sented as a function of the wind speed and wind drag coefficient. In contrast 
to the wind speed which can be readily measured, wind drag coefficient is 
represented empirically and is, therefore, more difficult to estimate. Improved 
model results obtained by increasing the wind speeds are attributed to using a 
wind drag coefficient that was too low. By increasing the wind speeds, 
improved accuracy is achieved in predicting the surface shear stress. A discus- 
sion of wind drag coefficients is presented in this chapter. 

Comparisons between model-generated results and measured data are pro- 
vided at the end of this chapter. Model results were generated using the 
50-percent adjusted wind speeds with a global Manning's n equal to 0.025. 
Shallow areas having depths less than 3 ft were assigned a Manning's n equal 
to 0.045, whereas areas whose depths are less than 6 f t  but greater than 3 ft  
were assigned a value of 0.035. 

Description of calibration period conditions 

The calibration procedure was conducted over a 14-day period beginning at 
0000 on 16 June 1984 and ending on 30 June at 2400. In the following dis- 
cussions, events are referenced relative to simulation time in hours. Thus, this 
procedure had a simulation time of 336 hr. Comparisons between model 
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results and measured data are contained in the following package. In these 
comparisons, separate conventions are used for displaying wind and current 
directions. Wind directions are defined using the standard meteorological 
convention; an angle equal to zero defines a wind blowing from north to south, 
and angles increase in a clockwise direction. Conversely, current directions 
are displayed with the standard oceanographic convention; an angle equal to 
zero defines a cursent traveling from south to north, and angles increase in the 
clockwise direction. 

Average wind speeds experienced during the first 36 hr of the simulation 
were approximately 3 m/s, with winds blowing primarily from the south-south- 
west. Wind speeds remained fairly steady from hr 36 to hr 138, but wind 
directions shifted, with winds coming primarily from the north and varying 
between the northeast and northwest directions. Water levels fluctuated 
between 579.8 and 580.7 ft IGLD, or within a maximum range of 0.7 ft. 
Higher-frequency oscillations were apparent over the 138-hr period, especially 
around hr 48. 

Current speeds were generally less than 5 cmlsec; however, at hr 36, 54, 
62, and 80, speeds increased in magnitude to as great as 10 cmlsec. Prior to 
these times, winds were rapidly shifting directions and began to blow primarily 
from the north. Current directions occurring at these higher speeds were 
towards the north, suggesting that the winds experienced in the lower bay 
differed from those recorded at the airport. 

At hr 138, winds began shifting, first blowing from the northeast, then from 
the east. At hr 154, the prevailing wind direction was from the south-south- 
east. Mean water levels at hr 150 rose by approximately 0.2 ft and the water 
levels were fluctuating within a 0.4-ft band. From hr 116 to 182, winds 
became light and variable, with water levels over this time span oscillating 
within a 0 . 7 4  range. 

Cunent speeds recorded from hr 84 through 182 exceeded 15 cm/sec on 
several occasions, such as at hr 112. Without wind to drive the lower bay 
after hr 168, however, current magnitudes began decreasing. Lower-frequency 
oscillations were evident during the simulation period, as were the higher- 
frequency modes. Currents were directed primarily towards the northeast at 
the Dead Horse Bay, north central, and southeast meter locations. Currents 
were directed towards the west at the northeast meter. 

Wind speeds began increasing at hr 182 to an average speed of 4 mlsec at 
hr 186, with wind directions primarily from the west. Over the next 22 hr, 
with winds re~liaining steady, water levels dropped by about 1 ft, from 580.6 ft 
IGLD to 579.6 ft IGLD. 

Starting at hr 204, wind speeds increased from 4 m/sec to 9 mlsec at 
hr 208. During this period, water levels rose by approximately 1 ft, to 580.6 ft 
IGLD. A corresponding increase in water speeds is also recorded by the north 
central and northeast meters, where speeds in excess of 24 cmlsec were 
recorded at the north central meter. The subsequent seiche oscillated for 
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approximately 24 hr, then quickly died off. From hr 234 to 256, water levels 
fluctuated within a relatively narrow range of 0.25 ft. 

A high wind event was recorded during the period from hr 252 through 
264. Over this period, the maximum wind speed was approximately 9 m/sec 
with prevailing winds coming from the south-southwest. Starting at hour 256, 
the lower bay experienced significant seiche action with a peak water level 
change of 1.6 ft, or 2.5 times greater than the mean seiche magnitude of 
0.64 f t  cited by Patterson (1984). This seiche also produced the greatest cur- 
rent speeds measured during the calibration period. At the north central meter, 
speeds exceeded 45 cmlsec, while speeds of approximately 40 cmlsec were 
recorded by the northeast meter. The dominant oscillation period for this 
seiche was 9.1 hr, which corresponds with the first oscillation mode of Lake 
Michigan. The die-off time for this seiche was about 2 days. 

Another seiche began at hour 299, and the resulting water surface level 
displacement was approximately 1.1 ft. Average wind velocities during this 
time span were approximately 5 m/s, with winds blowing from the northwest. 
Current speeds also increased to as great as 27 cm/sec at the north central 
meter. 

Analysis sf calibration results 

The model accurately reproduces, in both phase and amplitude, the water 
surface level time-histories recorded at the Pulliam gauging station throughout 
the calibration period. However, the model consistently underpredicts mea- 
sured water levels by approximately 0.1 ft. Because this discrepancy is consis- 
tent throughout the calibration period, and also throughout July 1984, it is 
attributed to errors incurred while establishing benchmark elevations for the 
Angle Light and/or Pulliam gauge stations. Figure 20 presents a comparison 
of model-generated and measured Pulliam water surface levels showing this 
datum shift. Figure 21 presents this comparison after raising the computed 
water levels by 0.1 ft. Additional figures contained in the package present 
computed water levels that have been shifted by 0.10 ft. 

The model accurately replicates the water surface oscillations, in both phase 
and amplitude, for the 12- and 9-hr modes of oscillations. However, the 2-hr 
oscillation period computed by the model is absent from the measured gauge 
data. One possibility as to why the measured water levels do not exhibit this 
period is that these water levels are plotted at 1-hr intervals. The process of 
averaging 1-hr data is not capable of resolving a 2-hr phenomenon. 

At the northeast, north central, and southeast current meter locations, the 
model accurately matched current speeds and directions together with the 
phases and amplitudes of the lower- and higher-frequency oscillations recorded 
by these meters. Figure 22 compares water speeds and directions generated 
with the model to those measured at the north central location. 

Chapter 4 Implementation of Hydrodynamic Model 



- COMPUTED 
. . . . , . . . PROTOTYPE 

I I I , 1 
96.0 108.0 120.0 132.0 144.0 156.0 168.0 

TIME (HRSI 

Figure 20. Comparison of water surface levels at Pulliam gauging station 
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Figure 21. Comparison of water surface levels at Pulliam gauging station with 
shifted datum 
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Figure 22. Comparison of water velocities at north central location 
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Notable exceptions occur during periods, such as at hr 36, when the pre- 
vailing winds are from the northeast and water level f-luctuations are reduced in 
amplitude. It appears that during these periods Lake Michigan and/or Green 
Bay are experiencing a stonn surge event where a setup or setdown in water 
levels reduces the amplitudes in the water surface. Given that the northeast- 
southwest direction corresponds with the bay's greatest fetch length, wind- 
generated waves can be generated at lower wind speeds. Because the current 
nleters are deployed close to the water surface, these meters become suscepti- 
ble to wind-generated waves, degrading the accuracy of the current velocity 
measurements. 

The model generally underesti~nates current speeds nleasured at the Dead 
Morse Bay nleter. Furthennore, predicted current directions tend to differ by 
approximately 90 deg from those recorded by the meter. This discrepancy is 
attributed to the rotational circulation pattern typically occurring in this area. 
Model results show that greater velocities can be found along the model's 
shoreline and surrounding shallow areas as co~npared with those found at its 
center. These results are consistent with those found by Swain and Bird 
(1987). 
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It is felt that the numerical gauge was placed too close to the center of the 
bay, thus missing the circular current pattern within Dead Horse Bay. The 
predicted current direction seems to agree with this assessment because the 
computed and measured directions tend to differ by a somewhat constant 
value. 

A notable exception to this observation occurs from simulation hr 84 
to 144. Neglecting periods when measured current speeds were less than or  
approximately equal to the threshold of the meter, close agreement exists 
between the predicted and measured directions. During this period, the lower 
bay was being driven primarily with wind as opposed to water level 
fluctuations. 

Validation of the Hydrodynamic Model 

A 21-day period from 1 July 1984 at 0000 Central Standard Time (CST) to 
21 July 1984 at 2400 CST was chosen for model validation. Two large seiche 
evcnts were recorded during this period. The most significant storm event 
resulted in a water level displacement of 1.6 ft. In keeping with the purpose 
of the validation process, model parameters determined in the calibration pro- 
cedure were not changed for this test. Locations where data were collected, 
together with their sampling frequencies, are identical to those used in calibrat- 
ing the   nod el. However, one current meter was not recording over the entire 
period and two were malfunctioning during parts of this period. 

For cxamplc, all water speeds and directions contained in the Dead Horse 
Bay current meter data set were equal to zero. This suggests that this meter, 
originally deployed in Dead Horse Bay, was moved during the last week of 
June to the central channel site. Current meters which malfunctioned during 
July are the northeast and southeast meters. In both cases, water velocity 
directions remained constant, but speeds did fluctuate. While data from these 
mcters cannot be used for quantifying the accuracy of model-generated current 
directions, lhc speeds can aid in understanding the processes occurring in the 
lower bay. 

Description of validation period conditions 

Over thc first 2 16 hr of the simulation, wind speeds averaged approximately 
3 nllscc, with sustained periods whcn wind speeds exceeded 7 mlsec. Wind 
directions varied over this time span, but the primary wind direction was from 
the wcst. Watcr levels fluctuated within a 1.1-ft range during this period, 
between the extremes of 579.4 and 580.5 ft IGLD. These extremes were 
reached during the higher, sustained wind periods starting at hr 132 and 60, 
respectively. 

Beginning at hr 212 and lasting until hr 233, wind directions show a high 
degree of variability, with winds blowing from various directions. At hr 233, 
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the variability in wind directions decreased as the prevailing winds were 
primarily from the east and northeast directions. Wind speeds increased at 
hr 204 from 3 mlsec to 12 mlsec at hr 242. At hr 235, the recorded water 
level at Angle Light reached an elevation of 581.3 ft IGLD, or 1.6 ft above the 
579.7-ft IGLD elevation recorded at hour 229. Again, this displacement is 
approximately 2.5 times greater than the mean seiche range noted by Patterson. 
Over the course of the next 48-hr period, the water surface appeared to 
oscillate, with a period of approximately 12 hr. This oscillation period is 
approximately equal to the combined Lake MichiganIHuron mode discussed in 
Mortimer and Fee (1976). 

From simulation hr 252 through hr 300, wind speeds remained relatively 
steady at 3 m/s, with the prevailing winds coming from the west. At hr 300, 
winds began shifting to the southwest, and wind speeds increased to 6 mlsec at 
hr 306. Wind speeds decreased to 2 mlsec over the next 12 hr then increased 
to approximately 9 mlsec at hr 332. 

Amplitudes of the water surface fluctuations over this 32-hr period are 
smaller than those generated by the seiche at hr 235. However, higher- 
frequency fluctuations in the water surface level are more pronounced during 
this period. The high wind event that occurred at hr 332 appeared to be a 
front that activated the seiche at hr 338. This seiche, with a maximum range 
of 1.4 ft, also appeared to have as its dominant oscillation period the 12-hr 
Lake Michigafiuron mode. 

From hr 372 to 432, the water surface level fluctuates within a 0.7-ft range 
from 579.7 ft IGLD to 580.4 ft  IGLD. At hr 437, a slight drawdown in water 
levels to 579.4 ft IGLD, is experienced within the lower bay. Wind direction 
subsequent to this time is from the northwest. Seven hours later, wind speeds 
increased from 3 mlsec to 7 m/sec and wind direction was from the southwest. 
With the increased wind speeds and a shift in wind directions, water levels 
began oscillating within a 0.5-ft range, from 579.8 f t  IGLD to 580.3 St IGLD. 
Higher-frequency oscillations are also apparent during this period. 

From hr 460 through the end of the simulation at hr 504, average wind 
speeds are approximately 4 mlsec with wind directions varying from the north- 
east to the west. Over this period, water levels fluctuated over a 0.6-ft range 
of 579.9 to 580.5 ft IGLD. 

Analysis of validation results 

Comparisons between the computed and measured water surface levels at 
the Pullian gauge exhibit the same degree of accuracy as those obtained i11 the 
calibration procedure (Figure 23). As described in the previous section, mea- 
sured water surface elevations were adjusted by adding 0.10 ft in the compari- 
sons. The model accurately replicates the water surface oscillations, in both 
phase and a~nplitude, for the 12- and 9-hr modes of oscillations. However, the 
2-hr oscillation mode depicted in the model is absent from the measured gauge 
data because of the averaging process. 
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In  gencral, predicted water levels were within 0.1 St of the nleasurcd water 
levels with extended periods when the differences werc less than 0.05 St. 
However, the grcatest difference between generated and measured water levels 
was about 0.5 St and occurred at approximately si~nulation hr 242. At this 
time, thc model predicted a water level of approximately 58 1.1 ft IGLD as 
opposed to a rccorded measurement of 580.6 ft  IGLD. 

At the north central and central channel current meter locations, the model 
accurately matched current speeds and directions together with the anplitudes 
and phascs of the lowcr- and higher-frequency oscillations recorded by these 
meters. Colnparisons of water vclocitics for the north central and central 
channcl nicters arc presented in Figures 24 and 25, respectively. Beginning at 
approxi~iiatcly hr 36, comparisons with the computed and nleasured velocities 
at the northeast meter location show a distinctive 2-hr shift in phase. Further- 
more, starting at hr 204, a similar shift in phase between cornputed and mea- 
rurcd velocities is evident at the north central site. 

No phase shift, relative to the nlodel-generated currents, is exhibited in 
either thc central channel or the southeast current meter data at hr 204. 
Fusthem~ore, a phase shift is clearly evident when comparing currents mea- 
sured by either the north ccntral or northeast Ineter to data collected at the 
central charu~el or southeast locations. Thercfore, discrepancies in phase at 
both the northeast and north central locations are att~ibuted to post-measure- 
men1 processing of the data. 
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Figure 23. Comparison of water surface levels at Pulliam gauging station 
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Figure 24. Comparison of water velocities at northeast location 

Diagnostic Analyses of Calibration and Validation 
Results 

Several diagnostic analyses were performed, including spectral analysis of 
water surface level time histories and exceedence distribution comparisons of 
water velocity time histories. Spectral analyses of water surface level time 
histories were performed to determine whether the model accurately reproduces 
the (seiche oscillation) modal structure of lower Green Bay. The spectral 
analysis tests were performed using a fast-Fourier transformation algorithm, 
and were applied with water level time histories computed in the calibration 
and validation simulations at six gauge locations. These localions are the Fox 
River mouth and the five current meter deployment sites (i.e., north central, 
northeast, southeast, central channel and Dead Horse Bay locations). In addi- 
tion, spectral analysis was applied to measured water level data collected at 
Angle Light gauging station, and results from this analysis serve as a basis for 
determining whether the model accurately replicates the modal structure of the 
lower bay. 
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For the calibration period in June 1984, spectra were calculated with model- 
generated and measi!red water surface levels for the 14-day simulation period. 
A sampling frequency of 15 min was used for both the model and measured 
water level time series. The measured Angle Light spectrum, presented in 
Figure 26, shows that the dominant oscillation modes have periods of 9 and 
12 hr. These periods correspond to the first Lake Michigan mode and the 
semidiurnal tidal period, respectively. Green Bay also experiences a combined 
Lake Michigan/Huron mode, which has a period approxi~nately equal to the 
12-hr tidal period. Thus, the energy displayed in Figure 26 for a frequency of 
about 0.08 hr" (i.e., 12-hr period) may reflect the combination of lake and 
tidal oscillations. Less dominant modes were also present and have periods of 
approxi~nately 5.2, 4.8, and 4.1 hr, which correspond with the second Lake 
Michigan, and the first and second (independent) Green Bay oscillation 
periods, respectively. 

Figure 25. Comparison of water velocities at north-central location 
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Figure 26. Spectrum of Angle Light water surface level time series for 
June 1984 

Spectra cornputed with model-generated water levels, presented in 
Figure 27, were consistent with those oscillation  nodes described above. 
Additional model-generated water level spectra are contained in Volume 2. At 
six locations, the dominant modes had periods of 9 and 12 hr, with less domi- 
nant niodes having periods of 5.2, 4.8, and 4.1 hr. 

For the validation period in July 1984, spectra were calculated at the iden- 
tical locations as those in the calibration period. A 15-min sa~npling period 
was used in defining the time series over the 21-day sirnulation period. The 
spectrunl produced with water surface levels measured at the Angle Light 
gauge is presented in Figure 28. Do~iiinant oscillation modes contained in this 
spectrum appear srneared when cornpared to those modes contained in the 
calibration's spectrum. Energy resulting fro111 the first Lake Michigan mode 
seenis divided between the 9.5-hr and 8.8-hr oscillation periods. Furthennore, 
the 5.2- and 4.8-hr modes are also smeared, resulting in an oscillation mode of 
5.0 hr. Spectra produced with   nod el-generated water surface levels are consis- 
tent with the spectrum calculated with measured Angle Light water levels 
(Figure 29). 

Paralnetric and non-parametric statistical tests were perfonned to quantita- 
tively assess the model's ability to replicate the hydrodynamic processcs occur- 
ring in lower Green Bay. One test is the root-mean-square (rnis) difference 
calculations of the measured and computed water surfaces level time series. 
One limitation of the rms difference test is that no infonnation is provided as 
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Figure 27. Spectrum of computed water surface level time series at north 
central location for June 1984 
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Figure 28. Spectrum of Angle light water surface level time series lor July 1984 
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Figure 29. Spectrum of computed water surface level time series at north 
central location for July 1984 

to the source of error being measured. For example, one source of error can 
be a shift in phase between measured and computed water oscillation periods, 
whereas a second source could be due to discrepancies in predicted water 
surface elevations. To overcome this limitation, a series of non-parametric or 
"skill" tests have been developed to differentiate between phase and magnitude 
errors (Hess and Bosley 1991). 

Skill tests selected for analyzing the lower Green Bay hydrodynamic model 
include statistical comparisons of the tinling and anlplitude of local water level 
extrema (minimurn and ~naxirnum) contained in the Pulliam Power Plant time 
series. These tests include thc average gain or ratio of predicted to nlcasured 
extrerna, the nns difference in anplitudes, average lag or phase shift between 
predicted and measured extrerna, and the nns difference in lag. 

The average gain can be expressed as: 

where 6 represents the gain, is equal to the number of exlrema pairs contained 
in the time series data, and U, and Y,, signify the conlputed and measured 
values, respectively. 
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The rms difference in amplitude has the following formulation: 

where A,,,, represents the m s  difference in amplitude and the remaining vasi- 
ables have been previously defined. 

The average lag between computed and measured extrema can be written 
as: 

where L,,, represents the average lag and T,  and T I ,  signify the time of extrema 
occurrence in the computed and measured time series, respectively. 

The rnis difference in lag can be expressed as: 

where L,,,, represents the rrns lag. 

Model-generated water surface level time series at the Pulliam Power Plant 
were analyzed with the preceding skills tests to quantify the accuracy in pre- 
dicted water level amplitudes and oscillation periods. An rms difference was 
also conlputed for this analysis. Because the water levels measured at the 
plant were recorded at hourly intervals, the model-generated time series were 
analyzed using identical time intervals. Table 8 presents the results of this 
analysis for the calibration and validation periods. 

With values less than 0.01 ft, nns differences resulting from the calibration 
and validation periods are considered small. The average gain in extrema 
water surface levels for the calibration and validation procedure was 1.03, 
which represents a difference of 3 percent between the model-generated 
extrema and the nieasured extrema. Because the gain is greater than 1, the 
~nodcl-generated extrcma were greater than the measured extrema. 

The calibration exercise resulted in an average lag of 0 hr, and the lag rms 
difference was approximately 30 min over a simulation period of 336 hr. A 
lag of approximately 15 min was experienced in the validation procedure, with 
the model-generated water surface oscillations leading the measured oscilla- 
tions. The lag mis was also higher for the validation exercise than for the 
calibration, with a cumulative 1-hr error in phase experienced over the course 
o f  the 504-hr simulation. 
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Table 8 
Quantification of Model Accuracy in Predicting Water Surface 
Levels at the Pulliam Power Plant Gauge 

In addition to analyzing the accuracy of the predicted water levels, the rms 
difference test was also performed to quantify the accuracy of the predicted 
water velocities. The results of this analysis are presented in Tables 9 and 10 
for the calibration and validation exercises, respectively. 

In general, the differences in sms values, as opposed to the rms differences, 
between the computed and measured water velocities were within 1 cmlsec. 
Exceptions are noted for the north central current meter, where the discrepan- 
cies of approximately 2.9 cmlsec and 1.1 cm/sec were calculated for the cali- 
bration and validation simulations, respectively. For the Dead Norse Bay 
meter, a difference of 2.4 cmlsec was calculated for the calibration exercise. 
The mls difference for all meters, however, exceeded 2.5 cm/sec for the cali- 
bration and validation procedures. This discrepancy is attributed to phase 
differences between the computed and measured water velocities. As noted 
previously, phasing errors and/or discrepancies in magnitudes can have a sig- 
nificant effect on the computed sms difference. In order to determine the pri- 
mary source of error, distributions in water velocities were computed. 

Exceedence or probability distribution comparisons were made in order to 
dete~minc whether model-generated water velocity magnitudes have the same 
frequency of occurrence as those measured with the cunent meters. Together 
with spectral analysis, which depicls dominant temporal processes, this test 
aids in defining the integrity of the model-generated water velocity magni- 
tudes. Water velocity distributions were defined with 3-ccm/sec intervals (e.g., 
0-3 cm/sec, 3-6 cm/sec, etc.). Each time history of water velocities collected 
at the five current meter locations was analyzed, as were the corresponding 
model-generated velocities. Comparisons of' computed and measured water 
velocity distributions for the various cunent meters are presented in Tables 11 
through 18. 

Of the five current meter locations, the north central meter, followed by the 
central channel meter, measured the greatest range in water velocity magni- 
tudes. Intuitively, this seems concct since these meters are located in deeper 
water and in close proximity to the shipping channel. The meter having the 
least range in magnitudes is the Dead Horse Bay meter. Of the remaining two 
meters, the northeast and southeast meters exhibited the third and fourth 
greatest range in magni tudes. 
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For the measured data collected at the north central, northeast, and central 
channel sites, approximately one third of the readings were less than or equal 
to 3 cm/sec, or below the threshold speed of the current meter. Approximately 
70 percent of the water speeds recorded by the Dead Horse Bay and southeast 
nletcrs were below 3 cmlsec. For the northeast, southeast, and Dead Horse 
Bay sites, approximately 90 percent of the readings were below 6 cmlsec, 
whereas 60 and 70 percent of the readings were below this speed for the north 
central and central channel sites, respectively. 

st Analysis of Model-Generated Velocities: 

est Analysis of Model-Generated Velocities: 
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Table 13 
Comparison of Computed and Measured Water Velocity Distributions for June 
1984: Northeast Current Meter 

I I I I I I I I 
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Table 14 
Comparison of Computed and Measured Water Velocity Distributions for July 
1984: Northeast Current Meter 
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Table 15 
Comparison of Computed and Measured Water Velocity Distributions for June 
1984: Southeast Current Meter 

Measured Velocity Computed Velocity 

Velocity Cumulative Cumulative 
Range Sample Frequency Frequency Sample Frequency Frequency 
(cmlsec) Size (percent) (percent) Size (percent) (percent) 
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3 < v < 6  

Table 16 
Comparison of Computed and Measured Water Velocity Distributions for July 
1984: Southeast Current Meter 

Velocity 
Range 
(cmlsec) 

1409 

454 

I I I I I I I I 

69.9 

22.5 

Measured Velocity 

Sample 
Size 

Computed Velocity 

69.9 

92.4 

Sample 
Size 

Frequency 
(percent) 

1348 

545 

Cumulative 
Frequency 
(percent) 

Frequency 
(percent) 

Cumulative 
Frequency 
(percent) 

66.8 

27.0 

66.8 

93.8 
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Table 17 
Comparison of Computed and Measured Water Velocity Distributions for June 
1984: Dead Horse Bay Current Meter 

Comparison of Computed and Measured Water Velocity Distributions for July 
1984: Central CI~annel Current Meter 

1 

15 5 v  

1 )  velocity I I I Cumulative I I I ~umu~at ive  11  

I 4 

Measured Velocity Computed Velocity 
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Range 
(cmlsec) 

O < v <  3 

Sample 
Size 

1398 

100.0 0 0.0 

Frequency 
(percent) 

46.2 

100.0 

Frequency 
(percent) 

46.2 

Sample 
Size 

999 

Frequency 
(percent) 

33.0 

Frequency 
(percent) 

33.0 



In general, the distributions of model-generated velocities were consistent 
with those computed with the measured data. At the north central location, for 
example, 35.7 percent and 28.8 percent of the model-generated velocity data 
had magnitudes within the ranges of 0-3 cm/sec and 3-6 cmlsec, respectively. 
These values compare well with the 37.8-percent and 25.9-percent values com- 
puted with the measured data for the same intervals. 

However, the model underpredicted by approximately 50 percent the num- 
ber of velocity readings greater than 15 cm/sec, and, by the same percentage, 
the number of readings within the range of 12 cm/sec to 15 cmlsec. These 
discrepancies can be attributed to the high velocities being measured at simula- 
tion hr 306 and 320 of the calibration period. At these times, velocities 
exceeding 15 cm/sec are measured for extended periods, some of which have 
duration greater than 15 hr. Computed velocities during these periods typically 
range from 6 cm/sec to 9 cmlsec. 

Wind Drag Formulation 

Drag coefficients 

As per the suggestions made by the TRP members, winds recorded at the 
Green Bay Airport were compared with those measured at the municipal 
wastewater treatment plant (WWTP). Because of the lack of existing and/or 
available data collected during the hydrodynamic calibration period, winds 
recorded from June through August 1986 were used as a substitute. Visual 
comparisons of the wind speed and direction time series show that both the 
airport and the WWTP experienced the same major and localized weather 
patterns. There were, however, some differences between wind speeds and 
directions measured at these Iocations. 

For both the airport and WWTP data, a statistical analysis was performed 
where the frequency of occurrence and the corresponding average wind speed 
were extracted and processed for the eight major compass directions. This 
information is presented in Table 19. Wind directions presented in this table 
denote the direction from which winds are coming. Though not noted in this 
table, light or variable winds and/or periods when no measurements were 
recorded represent conditions having frequencies of 6.6 and 18.3 percent for 
the airport and WWTP, respectively. 

Wind directions experienced at the Green Bay Airport were primarily from 
the south, southwest, and west directions; winds from these directions have a 
combined frequency of approximately 50 percent. Winds recorded at the 
WWTP for these directions accounted for about 44 percent of the total fre- 
quency. Differences between these percentages may be due, in part, to the 
high number of missing hourly readings in the airport and WWTP data sets. 
In the airport wind records, a total of 145 hourly readings, out of a total of 
2,205 hourly periods, had speeds equal to zero. In the WWTP records, a total 
of 403 hourly readings had (simultaneously) wind speeds and angles equal to 
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zero. During periods when the airport recorded zero winds, the WWTP 
recorded easterly wind directions. During the periods when the WWTP was 
not recording wind data, the airport recorded winds predominately from the 
southwest, west, and north. 

Northerly winds recorded at the WWTP were approximately 24 percent 
greater than those measured at the airport. Because winds blowing from this 
direction have the greatest over-water fetch, it appears logical that the WWTP 
would record greater wind speeds than the airport, as the WWTP is at the edge 
of the bay whereas the airport is about 6 miles south-southwest of the bay. 
For easterly, southeasterly, and westerly winds, average wind speeds recorded 
at the airport and WWTP are approximately equal. Winds coming from these 
directions have little, if any, over-water effects and can be expected to be 
about equal in speed. 

Drag formulation 

Concern was expressed by members of the TRP committee about the appro- 
priateness of adjusting wind speeds by 50 percent, as opposed to the 32 per- 
cent contained in Patterson (1984). The purpose of this type of adjustment is 
to remove over-land friction effects from wind measurements taken at land- 
based stations and develop wind speeds which are approximately equal to the 
actual speeds experienced over open water. 

Table 19 
Comparison of Average Wind Speeds and Dominant Wind 
Directions Recorded at Green Bay Airport and Green 
Bay Sewerage District Plant 

Note: Wind directions reflect the direction from which the wind is blowing. 
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Because current patterns are, in part, dependent on wind speed used for 
calculating the surface shear stress, selecting the proper wind drag fosmulation 
is extremely important for accurate predictions. Wind shear stress computa- 
tions are particularly sensitive to the magnitude of winds used in a simulation. 
This is because the shear stress is proportional to the square of the wind speed 
as shown in the following formulation: 

z = p C d W W  (I7) 

where z  is the wind shear stress, p represents the atmospheric air density, W  is 
the wind velocity, and Cd is the wind drag coefficient. 

The choice of wind drag fosmulation can also affect calculated current 
patterns. Typically, wind drag formulations are empirical, being developed 
from in situ measurements such as time-averaged wind speeds. Schmalz 
(1986) compared drag coefficients computed with eight fosmulations. These 
comparisons were made over a range of wind speeds from 10 to 120 knots at 
10-knot increments. Schmalz found that over the entire range of wind speeds, 
the average difference between coefficients was 30 percent. 

Variability of drag coefficients can be attributed to the range and distribu- 
tion of wind speeds used in developing these fosmulations. Data used for 
developing one fosmula may contain a greater number of samples within a 
certain range, such as 5 to 10 knots, than a second fosmula developed primari- 
ly of speeds ranging from 20 to 30 knots. It can therefore be assumed that a 
formulation developed with wind speeds ranging from 5 to 10 knots produces 
a Inore reliable coefficient when applied to a 7-knot wind than a second for- 
nlula developed with winds ranging from 20 to 30 knots. 

The lower Green Bay model employs Gari-att's wind drag fosmulation in 
the wind stress computations. This formulation is: 

where Cd is the wind drag coefficient and W  is the wind velocity in meters per 
second. Ganatt specified an upper limit of 3 . 0 ~ 1 0 ' ~  for this coefficient. Thus, 
for wind speeds greater than 65 knots, a constant drag coefficient is applied. 

Wind drag laws developed by other researchers are presented in the follow- 
ing equations: 
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Deacon (Rosenthal 197 1): 

Powell (1980): 

Wang and Conner (1975): 

The preceding fonnulas were evaluated to obtain wind drag coefficients for 
w ~ n d  spectls ranging frolrl 1 m/sec to 12 ~ i~ l sec ,  and these values are presented 
In Table 20. For a wind speed of 4 m/sec, which is approxi~nately equal to the 
average speed nleasured at the Green Bay Airport, Garratt's formulation yields 
a coeficlent equal to 1 . 0 1 8 ~ 1 0 - ~ .  The average coefficient at this speed equals 
1.178~10-? Wang and Conner's fonnulation, producing the greatest value 
among the dilferent formulations, yields a value equal to 1 .314~10.~.  Thus, 
the average drag coefficient is approximately 16 percent greater than the value 
obtained w ~ t h  Garratt's foniiulation. Furthermore, Wang and Conner's formu- 
lation predicted a coefficient approxi~ilately 30 percent greater than Gassatt's 
tomiulat~on. 

For illustration purposes, the wind shear stress presented in Equation 17 
was first evaluated where wind speeds were increased by 32 percent to account 
for over-land fiiction effects, and second, where speeds were increased by 
50 percent. Assuming identical wind drag coefficients were used in both conl- 
putations (i.e., neglecting the dependence of the drag coefficient on wind 
speed, and thereby focusing solely on the square of the wind velocity), the 
wind shear stress predicted for winds that were increased 50 percent would be 
approximately 29 percent greater than the stress computed with winds 
increased by 32 percent. Accounting for the dependence of wind velocity on 
the wind drag coefficient, the difference in shear stresses is closer to 
15 percent. 

For a second illustration, wind shear stresses were evaluated with Wang and 
Conner's fonriulation and with Garsatt's formulation. Assuming a wind speed 
of 4 ~nlsec, winds using Wang and Conner's formulation were increased by 
32 percent, whereas, for Ganatt's formulation, winds were increased by 
50 percent. Colnparing predicted wind shear stress values, Gassatt's fosmula- 
tion produced a stress of 0.0493 ~ 1 1 ~ .  A shear stress equal to 0.0459 FJ/rn2 
was predicted with Wang and Conner's fonnulation. Whereas an increase in 
wind shear stress values of 35 percent could be expected due to differing 
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Table 20 
Comparison of Wind Brag Coefficients 

1 I I 

Wind 

overland co~rection factors, Garratt's fom~ulation produced a shear stress value 
only 7 percent greater than Wang and Comer's formula. 

S p e e d  
(m/s=) 

In summary, while wind speeds are of primary importance in estimating 
wind shear stresses, the selected wind drag formulation can also significantly 
affect shear stress estimates. Given the number of wind drag fosmulations and 
the deviation in values they produce at a given wind speed, it can be conclud- 
ed that there is a level of uncertainty in calculating wind shear stresses. This 
uncertainty, however, can be reduced, if not eliminated, by including wind 
speed adjustrl~ents in the calibration procedure. In light of the 7-percent differ- 
ence between wind shear stresses predicted with Gasratt's and Wang and 
Conner's fonnulations, an increase of 50 percent in wind speeds is appropriate 
when applying Gasratt's fonnula and is consistent with a 32-percent increase in 
speeds when applying Wang and Comer's formula. 

Drag Coefficient 
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5 Description of the Water 
ity Mode 

General Structure 

The water quality model (WQM) for Lower Green Bay is based on the 
model CE-QUAL-ICM. CE-QUAL-ICM is a generalized version of the WQM 
that was developed for Chesapeake Bay (Cerco and Cole 1991). The letters 
ICM are an abbreviation for integrated compartment methodology, which 
means that the conservation equations have been integrated over control vol- 
umes (i.e., compartments). This approach has also been referred to as a finite 
volume method and is similar to that used in the U.S. Environmental Protec- 
tion Agency, Vandergrift, and Wool Water Quality Analysis Simulation Pro- 
gram (WASP) (DiToro, Fitzpatrick, and Thomann 1983; Ambrose 1986). 

The ICM is convenient from the standpoint that it allows linking the WQM 
to any type of hydrodynamic model (HM) (finite difference or finite element) 
and grid (e.g., one-, two-, and three-dimensional, and mixed dimensions). This 
convenience is bought with the extra effort required to map the WQM grid to 
the hydrodynamic model grid. The WQM uses a one-dimensional array for 
numbering compartments (i.e., grid cells), whereas CH3D uses a three-dimen- 
sional array corresponding to the ijk coordinate system. Therefore, the 
unstructured grid of the WQM must be mapped to the structured grid of the 
HM, as shown in Figure 30. 

The WQM is based on the mass conservation equation applied to each 
control volume in the form 
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where 

i = 
j = 

A . .  = 
8i = 

- Cij - 
- Djj - 
- Lij - 

Q j j  = 

segment index 
segment index of adjoining segment 
facial area of the i j  interface 
segment i concentration 
concentration at interface of segments i and j 
eddy diffusion coefficient for ij interface 
mixing length (segment length) between segments i and j 
flow to (positive) or from (negative) segment i from/to 
segment j 
segment i volume 

and the last term represents the rate of change of mass in segment i from var- 
ious sources and/or sinks m, e.g., due to loadings and kinetic transformations 
or transfers. The hydrodynamics (i.e., Q and D at each cell interface) are 
furnished by hydrodynamic model output that must be linked to the WQM. 

Figure 30. HM - WQM grid structure 
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Equation 23 is solved for each computational cell and for each water quality 
state variable, C. 

Although CE-QUAL-ICM can be applied for one-, two-, three-, and/or 
mixed-di~nensions, the model was applied in the two-dimensional (depth-aver- 
aged) ~ilode throughout the grid for this study. The code is generic, which 
means it can be and has been applied to other systems. At the time of this 
study, the liiodcl was also being applied to the New York Bight, Indian River- 
Rehoboth Bay (Delaware coast), and Los Angeles-Long Beach Harbor. Some 
niinor nlodil'ications were made to the WQM kinetic routines during this study. 
For examplc, carbonaceous biochemical oxygen demand (CBOD) was a 
modeled state valiable rather than organic carbon since the waste-load infor- 
mation is in teniir of CBOD. Such modifications are common practice when 
applying water quality models. Only about half of the total number of statc 
variables were used in this study to keep the model consistent with study needs 
and data availability. State variables that are not niodeled can be easily turned 
off without tiaving to ~nodify the code. 

Solution Schemes 

The numerical representations and solution schenles of the WQM are differ- 
ent than those found in the WASP model. The WQM distinguishes between 
the hori~ontal and vertical directions. The solutions for horizontal and vertical 
transport use a split operator. Horizontal advection and diffusion are first 
co~iiputed explicitly for all cells, providing provisional estimates of dependent 
variables at the new time level. The provisional esti~nates are then updated for 
vertical advcction and diffusion with an implicit sweep over each vertical 
column of cells using the Crank-Nicolson scheme. The implicit vertical solu- 
tion scheme removes time-step restrictions for vertical transport, which can be 
over-restrictive for multiple layers in shallow regions. Sources and sinks due 
to loads and kinetic forniulations are taken into account at the beginning of 
each tiliie level update. All kinetic fonilulations are treated explicitly using 
infoniiat~on from the previous ti~iie level. 

Hori~ontal advective fluxes are nonnally several orders of magnitude 
greater than diffusive fluxes in surface waters; thus, it is desirable to accurately 
resolve advective fluxes without introducing nunierical diffusion that may be 
larger than the real physical diffusion. The use of higher order advection 
schenies has dramatically reduced or eliminated the concerns associated with 
numelical diSfusion/dissipation in Eulerian transport models. The Quadratic 
Upstream Interpolation for convective Kinematics with Estimated Streaming 
Terms (QUICKEST) scheme (Leonard 1979), which is explicit, upstream 
weighted and third-order accurate in space, was implemented (Chapman 1988) 
for horizontal advection in the WQM. The QUICKEST scheme is used to 
obtain the interpolated concentrations al the cell interfaces (i.e., Ci of 
Equation 23). The sche~ile is implemented in a fully conservative fashion. 
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The WQM allows time-varying boundary conditions and hydrodynamic 
updates. Also, the user can specify a constant model time-step or select the 
auto-stepping feature, which automatically adjusts the time-step to satisfy the 
horizontal flow stability restriction. This feature is included to take advantage 
oS potentially larger time-steps during periods with low current velocities. 

Linkage to Hydrodynamic Model 

An interface processor has been developed and incorporated into the HM 
(Dortch 1990) that couples the HM and WQM computational grids and 
processes hydrodynamic infonnation into WQM input data. The interface pro- 
cessor was developed as subroutines within the HM. Therefore, the hydrody- 
namic inlonnaticn for the WQM is processed and stored while the HM is 
executing. 

Coupling the HM and WQM grids requires generation of map files, which 
set up a correspondence between the HM and WQM grid foniiaB. Addition- 
ally, time-invariant HM geometric infonnation is required to compute distances 
between cells (i.e., box lengths), initial cell volumes, and cell facial areas. 
Processing of the time-va~ying hydrodynamic infonnation can be accomplished 
in either of two modes, intratidal or intertidal. Although lower Green Bay is 
not a tidal system in the true sense, it does experience long wave seiches that 
resemble tides. The interfacing procedures still apply, even if there are no 
seiches present. 

The intratidal model involves processing the hydrodynamics, which are 
computed in the HM at intervals on the order of minutes, into WQM input at 
about 1- or 2-hr intervals. The intratidal model simply requires temporal aver- 
ages of the hydrodynamics (i.e., flows and vertical diffusivities, for three- 
dimensional grids). The intertidal 11lode1 involves processing hydrodynamics 
Into WQM input at tidal-period intervals or greater, thus reducing WQM input 
data storage requirements by an order of magnitude. Intertidal processing 
requires computation of the Eulerian residuals and Stokes' drifts to obtain a 
first-order estimate of the Lagrangian residuals (i.e., the correct residual cur- 
rents). Only Eulerian residuals are required for the intratidal mode. For both 
modes, processed hydrodynamics are output in a format compatible with the 
WQM following appropriate scaling. Scaling accounts for the fact that the 
contravariant velocities in the HM are both nondi~nensional and defined on a 
transfoniled boundary-fitted grid. Thus, these velocities must be converted to 
dimensional, physical plane flows (m3/sec). These procedures are explained 
by Dortch (1990). 

For this study, the WQM uses the sane grid as the HM; thus, there is one- 
to-one correspondence or overlay. The total number of computational cells for 
the HM and WQM varied between 4968 and 4843 for high and low lake 
levels, respcctively. The hydrodynamics were processed and output at 1-hr 
intervals for all cornputdtional cells and for all simulations. 

Chapter 5 Description of the Water Quality Model 



Kinetic Formulations 

The central issue in the water quality model is the concentration of DO. 
DO is necessary to support the life functions of higher organisms and is con- 
sidered an indicator of the "health" of a water body. DO concentrations are 
affected by a series of biological and chemical processes, which both supply 
and utilize DO. The loadings exerted by waste discharges can increase the 
relative importance of one or more of these processes, resulting in decreases in 
DO. These processes can be modeled using the appropriate reactions and state 
variables. 

In highly productive systems such as lower Green Bay, primary production 
has a ~iiajor impact on nutrients and DO. Variations in DO and nutrient con- 
centrations can not be adequately modeled without including algae, and algae 
can not be properly modeled without including nutrients. Also, the nitrogen 
cycle affects DO. Therefore, as a minimum, a reasonable model of lower 
Green Bay must include temperature, DO, oxygen-demanding substances, 
major nutrients (nitrogen and phosphorus), and algae. The sources and sinks 
of DO can be lumped into fewer state variables and parameters, such as total 
biochemical oxygen demand, but such lumping can result in omission of the 
correct basic processes. Modeling DO without the components listed above 
would result in a scientifically indefensible, questionable model. Although the 
lower Green Bay water quality database is less than ideal, it is considered 
sufl'icient for the   nod el with 11 state variables described below and is cer- 
tainly adequate to address the objectives of this study. The database used in 
model calibration for this study was also used by Patterson (1985) for develop- 
ment of thc water quality model that was used to determine the existing waste- 
load allocations. 

The predoliiinant Sonn of algae found in lower Green Bay during the cali- 
bration period is blue-green algae. Blue-green algae are characterized by their 
bloom-Somiing characteristics in fresh water. They have lower settling veloci- 
lies than other fonns of algae and are subject to low predation pressure. 

Nitrogen is divided into organic and mineral fomis. Organic nitrogen is 
rcportcd as total organic nitrogen (TON). No differentiation is made between 
dissolved or par-ticulate fonns of organic nitrogen. The mineral form is 
clivided into two state variables: ammonium nitrogen (NH,-N) and nitrate 
nitrogen (NO3-N). Both forms are utilized to fulfill the nitrogenous nutrient 
rcquirenients o f  algae, although ammonium is prei'errcd for thermodynamic 
seasons. The primary reason for distinguishing between the two is that ammo- 
nium is oxidized by nitrifying bacteria into nitrate. Nitrification can be a 
significant sink of DO. An intcrriiediate in the complete oxidation of arnmo- 
niu~n, nitrite, :llso exists. Nitrite concentrations are usually niuch less than 
nitrate, and I'or niodeling purposes, nitrite is combined with nitrate. Hence the 
nitrate state variable actually represents the sum of nitrate plus nitrite. 

Phosphorus is reprcscnted in the model as either total organic phosphorus 
(TOP) or total phosphate (PO4). Total phosphate exists in the   nod el as 
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dissolved phosphate and phosphate incorporated in algal cells. Equilibrium 
partition coefficients are used to distribute the total phosphate between these 
two states. This approach is used to facilitate modeling the adaptation of algae 
to phosphorus supply and uptake as discussed later in this section. Algal com- 
position of phosphorus is still maintained. 

Carbonaceous biochemical oxygen demand (CROD) is a measure of the 
amount of oxygen required for the aerobic stabilization of organics. CBOD is 
a standard test in environmental engineering for determining the strength of 
biochemically degradable carbonaceous organic matter and the relative ease of 
its biodegradation. CBOD is a major sink for dissolved oxygen in the natural 
environment. In this model, CBOD is expressed in two fomis: labile and 
refractory, i.e., fast and slow reacting, respectively. These distinctions are 
based on the time frame associated with the organic matter decay. 

Dissolved oxygen is required for the existence of higher life fonns. Avail- 
ability of DO affects the distribution of organisms and the flows of nutrients 
and energy in an ecosystem. DO is a central cotnponent of the water quality 
model. 

Teniperature (T)  is a primary determinant of the rate of biochemical rcac- 
tions. Reaction rates increase as a function of temperature, although extrcriie 
teniperatures result in the mortality of organisms. Temperature is a simulated, 
time- and spatially varying state variable in this niodel. 

A conservative tracer is also included as a slate variable. It allows for 
verification of the transport component of the niodel and facilitates mass con-. 
servation tests. The conservative tracer can also be used to model the behavior 
of conservative pollutants, such as chlorides. 

Therefore, the lower Green Bay WQM has 11 state variables. A schematic 
of the WQM's state variable interactions is shown in Figure 31. Descriptions 
of the kinetic formulations affecting each state variable are given in 
Appendix B. Partial derivatives that are defined in Appendix B describe the 
changes in state variables due to specific processes. Transport is not consid- 
ered in these descriptions. Variables and parameters are defined when they 
first appear and are sumniarized, along with their units, in Appendix C. 
Equations are written for a control volunie having a volume (V) and cell thick- 
ness (H). Since the water quality niodel is run in a two-dimensional, 
depth-averaged ~ilode for the lower Green Bay study, the thickness of the 
control volumes (or cells) is the same as their depth. 
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Figure 31. Schematic diagram of WQM 
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6 Ca ibration of the Water 
ity Mode 

Transport Verification 

The first task in verifying the WQM was to ensure that the transport char- 
acteristics of the HM were preserved in the WQM. To accomplish this task, 
comparisons were made for the transport (i.e., advection and diffusion) of 
passive (i.e., nonreactive) tracers in both the HM and WQM. These tests were 
made to verify that the WQM was properly linked to the HM and HM 
transport was maintained. The model tracer releases were purely hypothetical 
and do not represent any field data. 

Two types of transport comparisons were made, a spot dump and a continu- 
ous release of tracer. The spot dump was located about mid-way between 
Long Tail Point and the mouth of the Fox River in the channel. The continu- 
ous release was located about 600 m north of the north shore of Kidney Island. 
For both tests, 100 units of tracer were introduced into both models. Com- 
puted tracer concentrations were output and plotted for the loaded cell in the 
case of the spot dump and a cell adjacent (north) to the loaded cell in the case 
of the continuous injection. The results of these two tests are shown in Fig- 
ures 32 and 33 for the spot dump and the continuous release, respectively. 
The WQM tracer concentration follows that of the HM closely. Slight differ- 
ences are attributed to the manner in which the QUICKEST algorithm is 
implemented in the two models. In the WQM, variations in cell lengths are 
taken into account for the QUICKEST interpolations, whereas a uniform grid 
spacing is assumed in the HM. 

Another test was run to check mass conservation. All cells were loaded 
with an initial concentration of 100 units of tracer. Tracer concentrations at 
the boundaries were set to the same value and all point sources turned off. 
The WQM was run and the cell tracer concentrations were checked along with 
the total tracer mass. Results indicated that tracer was conserved throughout 
the test. 
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Figure 32. HM - WQM transport spot dump comparison 

Figure 33. HM - WQM transport comparison, continuous release 
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Water Quality Calibration 

The period beginning July 13, 1983 and ending August 18, 1983 was 
selected for water quality model calibration. Not as many water quality data 
were available for 1984, which precluded calibrating the water quality model 
during the same period used for hydrodynamic model calibration. The WBNR 
supplied data from their modeling study for the period May through September 
1983. July and August were selected as the calibration period, since these 
months have the highest temperatures, causing higher biological activity and 
lower dissolved oxygen saturation levels. Conditions in these two months are 
similar and were modeled together in the WDNR waste-load allocation study 
(Patterson 1985). 

Hydrodynamics for the calibration period were generated using the HM, 
following HM calibration for lower Green Bay. The HM was allowed to spin 
up for 1 day (July 12) prior to writing out hydrodynamic data for the water 
quality model input. Hydrodynamic data were averaged over 60 time-steps 
(i.e., 1 hr with 1 minute time-steps) and stored for subsequent use in the 
WQM. 

Calibration Input Data 

Meteorological data, including dry bulb temperatures, dew point tempera- 
tures, wind speeds, and cloud cover were obtained for the Green Bay Airport 
for the period of record. These data, along with site location and time of year, 
were used in a pre-processor program to compute daily average values of 
equilibrium temperature, heat exchange coefficient, and solar radiation. The 
equilibrium temperature and heat exchange coefficient were used for tempera- 
ture simulation, and solar radiation was required for algae simulation. Values 
of daily average wind speed were also computed and stored for use in the 
reaeration algorithm. 

Headwater boundary conditions (i.e., Fox River flows into the system) used 
during the calibration period were the same as those used by the WDNR dur- 
ing their modeling study. Headwater nutrient, temperature, and CBOD values 
were updated daily. The values used were based upon actual data interpolated 
to fill in for any missing days (Patterson 1985). The observed concentrations 
for algae were converted from pg/L chl-a to g/m3 C since the algal state vari- 
able is modeled as carbon. Headwater boundary dissolved oxygen concentra- 
tions were based on observed daily maximum and minimum dissolved oxygen 
concentrations. The minimum dissolved oxygen concentration was fixed at 
6:00 a.m. and the nlaximum at 6:00 p.m. During the remainder of the day, the 
dissolved oxygen concentration was determined via linear interpolation and the 
headwater boundary condition was updated hourly. This was the same tech- 
nique used by WDNR in their waste-load allocation study. The boundary con- 
ditions for the outer boundary (LC., open lake) were fixed to constant values 
for the duration of the calibration period as were the headwater conditions for 
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the East River. The values used were based on values used by WDNR in the 
waste-load allocation suns for the months of July and August. 

Eight point sources were included along the Fox River (Figure 34). The 
loads for each discharger were supplied by the WDNR, who compiled them 
from discharger monitoring reports. Point loads were updated daily. These 
loads were distributed unifolmly throughout the receiving cell. Daily flows 
and reported discharge temperatures were used in calculating the heat load 
from each point source. 

Specification of initial conditions was more problematic. The water quality 
observations were considered to be too sparse to interpolate values for each 
cell's initial concentration of each state variable. Therefore, it was decided 
that output from the model would be used to set initial conditions. Initial 
conditions for all state variables except dissolved oxygen were generated by 
the model. This was accomplished by setting uniform initial values throughout 
the grid and sunning the model to steady-state with constant loadings and 
boundary conditions. Point source loads for the first day of the calibration 
period, July 13, 1983, were used for the constant loads. The outer boundary, 
Fox River, and East River boundary conditions were held constant to the val- 
ues on the same date. The model was mn for 60 days, which was sufficient 
time to reach dynamic steady-state (i.e., cyclic steady-state, where cycles were 
caused by the seiche). Hydrodynamics for July 13, 1983 were recycled for 
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Figure 34. Location of point source dischargers 
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each day and used for the duration of this run. The results at the end of the 
steady-state run were used as initial conditions for dynamic runs (i.e., time- 
varying boundary conditions, loadings, and hydrodynamics). 

When the results from the steady-state run were used as initial conditions 
for the calibration simulation, problems were encountered. The computed 
initial conditions were too different from the observations on July 13 for use in 
the calibsation. To resolve this problem, the results at the end of the dynamic 
calibration simulation (where the steady-state results were used for initial con- 
ditions) were used as initial conditions for d l  subsequent calibration simula- 
tions and scenario simulations. This approach was more successful than using 
the steady-state results for initial conditions. This approach was used for all 
state variables except DO. Initial DO values were assigned based on location. 
Values for initial DO were set to 9.0 mg/L in the Fox River from Depere Dam 
lo Fort Howard Paper Plant, 5.0 ~ng/L from the paper plant to the mouth of the 
Fox River, and 6.0 mg/L in the bay. 

Calibration Evaluation Methods 

Observed water quality data used for calibration comparisons were obtained 
from the WDNR. These data consisted of grab samples and continuous DO 
data. The grab samples were taken for chemical analyses at about weekly 
intervals at various locations in the Fox River and lower Green Bay. The DO 
data were obtained from continuous rnonitors (near surface and near bottom) at 
stations along the Fox River. 

Four nlethods were used to conlpare model calibration results against 
obsesved water quality data: 

a. Time-averaged transect plots of grab samples. 

h. Tirile series of grab samples at each station. 

c. Time series of continuous DO data at each station. 

d. Statistical analyses. 

Grab sample data at each station were averaged over the calibration period 
and compared in transect plots to the average values predicted by the model 
during the calibration period. Only stations that were along or near each tran- 
sect were used for this type of comparison. Three transects, one longitudinal 
and two cross-bay, were used for this comparison. The longitudinal transect 
begins at Depere Dam (km = 0.0) and proceeds down the Fox River and along 
the ship channel to the outer boundary (Figure 35). The two cross-bay 
transects begin in Peat's Lake (km = 0.0) and proceed across the bay to the 
eastern shore (Figure 35). One transect passes between Kidney Island and 
Grassy Island, while the other passes between Grassy 'Island and Long Tail 
Point. This type of comparison also includes the ranges (i.e., minimum and 
maximum) of the observations and model output. 
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Grab sample data at each station were plotted with the time series of model 
output for the cell corresponding to the sampling station. In this case, the 
observations were not averaged. The stations used for comparing grab sample 
and model time series are shown in Figure 36. 

Similarly, dissolved oxygen data collected at continuous monitoring stations 
along the lower Fox River were compared against time series of model dis- 
solved oxygen concentrations at the same locations. Locations of these moni- 
tors and the corresponding WQM cell are indicated in Figure 37. The DO 
recorders were deployed for surface and bottom DO readings. The model was 
compared with the surface recordings. The Grassy Island monitor did not 
record any data during the calibration period, hence none are available for 
comparison. The station on Kidney Island was operating during the calibration 
period but it, like the Grassy Island monitor, required batteries. As indicated 
in the Data Summary section, the data collected at these battery-operated sta- 
tions were perceived to be of lower quality than those collected by the stations 
along the river. 

For the statistical analyses, all grab sample data were averaged over the 
calibration pe~iod for each station for comparison with the model calibration 
results averaged over time at the same stations. Two types of plots are shown 
in the statistical analyses, scatter plots and cumulative error distribution plots. 
The scatter plots are simply averages of observations in a cell plotted against 
nlodel results for that cell with the perfect correlation line (i.e., slope of 1.0 
and zero intercept) included. The slope, intercept, and coefficient of the 
regression (?) of these data are also indicated on the plot. The cumulative 
error plots show cumulative frequency (as percent less than) plotted against 
error delincd as the absolute value of difference in the obse~vation and model 
result. Mean error, mean absolute error (MAE), root mean square error, and 
relative error arc also indicated on these plots. Relative error is computed as 
MAE divided by the mean of the observations. Statistical analyses are shown 
lor each water quality variable measured in lower Green Bay. 

Calibration process 

The WQM was calibrated by brute force, i.e., choosing values for parame- 
ters, making the calibration run, and cotilparing   nod el results to observations 
using the four methods discussed above. The initial selection of values for 
parameters was based upon past experience in water quality modeling, litera- 
ture, and the WDNR model study. Parameters were changed and the process 
repeated in an attempt to bring the lnodel closer to the observations. However, 
values lor parameters wcre kept within reasonable limits. Calibration was a 
slow process since each calibration simulation required about 8 hr on the WES 
Cray Y-MP. The time-step of the WQM averaged approximately 3.25 min. 
Plotting and reviewing the results consumed additional time. This process was 
continued until further adjustments failed to significantly improve the calibra- 
tion. Over 60 calibration runs wcre made. 
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Figure 35. Transect locations for time averaged data - model comparison 
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Figure 36. Grab sample locations for time series model - data comparison 
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Figure 37. Location of continuous DO monitors used for calibration comparisons 

The iinal calibration values used for WQM paranleters are listed in 
Table 21. Definitions for paranieters can be found in Appendix C. With the 
exception of three parameters, a constant value of each paranleter was used 
over the entire g ~ i d  throughout the simulation. Time-invariant, but spatially 
varying paraineters were used with regard to sediment oxygen demand (SOD) 
and wind spccd, with different values assigled to the Fox River and open bay. 
Algal growth rate was varied temporally in the Fox River. 

Optinlu~ll algal production rate (P,,,,,) was decreased in the Fox River for 
the iirst 10 days of the calibration period (July 13 through July 23) in an 
attempt to match the dissolved oxygen sag recorded by the continuous DO 
monitors. A value of P,,,,, = 0.8 day-' was used. On July 24 of the calibra- 
tion. this value was raised to P,,,,, = 3.0 day-'. which was the value used in 
the bay throughout the calibration period. This action is discussed later in this 
section. 

Three spatially varying values of SOD (i.e., Ksod) were used. From Depere 
D a n  to the Fort Howard Paper Plant, a value of 1.5 g nn-2 d-' was used for 
K,,,,,. From the Fort Howard Paper Plant to the area of the Fox River mouth, 
a value of 2.5 g m-' d-' was used; and a value of 0.25 g 111-' d-I was used in 
the bay. It is reasonable to expect that the SOD is higher in the Fox River, 
where the waste-load discharges are located. 
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The ~neteorological station is inland, thus sheltered from the wind. As in 
the HM, the wind speed for the WQM was multiplied by 1.5 for the bay to 
account for open water effects (i.e., no sheltering). No correction on wind was 
applied to the river since it is also sheltered. 

Calibration results 

Time-averaged transect plots are shown in Figures 38-40. Time series plots 
of grab samples versus model output for select stations are shown in 
Figures 41-46. Time series plots of continuous observed DO versus model DO 
at select stations are shown in Figure 47. The statistical results are presented 
in Figure 48. The six stations chosen for time series plots of grab sample data 
versus model output (Figures 41-46) were selected based on the amount of 
data at that station during the calibration period and the proximity of that 
station to the area of interest, Kidney Island. Plots for the other stations were 
generated during calibration but are not shown here because of space lim~ta- 
tions. The amount of grab sample data for model comparison varied from 
station to station. The stations with the most data were those that had been 
sampled by both the WDNR and GBMSD-UWGB sampling programs. Sta- 
tions such as the Fox River Mouth (WQM cell 1940) and Long Tail Point 
(WQM cell 21 19), which were sampled by both groups, could have 10 or more 
sanlples Sor some state variables depending upon how the sampling programs 
overlapped. Other state variables at these stations had less, and in some cuses, 
no grab sample data to compare model output with. 

The mean, minimum, and maximum for the grab sample data for each state 
variable were determined for each station. These values were plotted against 
the   nod el average and extreme values in the transect plots. Since there were a 
limited number of observed data for each state variable at any station, the 
extremes probably were not captured in the grab sample data. This is why the 
range of lhe grab sample data did not always correspond to that of the WQM 
output. 

In general, the WQM follows the trends in the observed data quite well. It 
is re~narkable how well the model picks up the means and extremes for the 
transects, considering the complications in the system water quality (as dis- 
cussed below). Overall, orthophosphate-phosphorus, algae, and DO were 
under-predicted. Phosphate and algae may have been under-predicted for 
reasons discussed below. The DO was under-predicted because of the under- 
prediction of algal production, which tends to super-saturate DO at times. The 
least error was encountered in the T and DO, while the most error was in algae 
and nutrients (see Figure 48). 

Frorn examination o i  the observed data, the Fox River and the open bay 
appear to be entirely different ecosystems. The liver experiences high BOD 
loadings and low DO, while the bay has high algal concentrations and high 
DO. The shallow regions of the eastern and western shores show very high 
DO, algae, and nutrient concentrations. These shallow areas are complicated 
by several potential factors: Illore pronounced influence of bottom sediments 
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Figure 48. Statistical data, model comparison (Sheet 1 of 5) 
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on water quality in the water colun~n; higher rate of suspension of bottom 
sediments; higher degree of mixing over a shallow depth that can enhance 
algal production by providing more opportunity for illumination; and possible 
existence of aquatic plant beds. The results of these rather complex processes 
can be quite difficult to predict with a model of limited sophistication, such as 
the lower Green Bay WQM. For example, the WQM does not include resus- 
pension of botton~ sediments, which can be high in phosphorus. High phos- 
phorus concentrations can lead to enhanced algal production and elevated DO. 
Bottom sediments can be resuspended more easily in the shallow waters of the 
bay. The model does contain a sediment phosphorus release term to account 
for these effects. 

There are also problems in model-data comparisons that impact the quality 
of the calibration. The model is depth-averaged, thus, computed algal concen- 
trations are representative of the entire depth, whereas CN-a measurements 
werc taken near the water surface. It is possible that the algae are not well 
mixed in the field at times, but are concentrated on the surface. According to 
the model, the algae are light limited most of the time. Therefore, it is possi- 
ble that the algae are under-predicted due to the two-dimensional (depth- 
inregratcd) assumption of the model, whereas, in the real system, algae can 
concentrate on the surface, where illun~ination is greater. 

Continuous DO ~neasurements were recorded for near-surface and near- 
bottom. There can be sonle aniount of vertical DO stratification due to sedi- 
ment oxygen demand at the bottom and algal production near the surface. 
Brief periods of DO stratification have been observed (Patterson 1992). Again, 
the model produces a depth-averaged result. The grab samples, thus CN-a 
data, werc obtained during the day, when algae are productive. The model 
uses daily average illurnination and does not produce any die1 effects that may 
occur in the field. Finally, there were no observed CBOD data to compare 
with ~iiodel CBOD results. 

A major emphasis during the calibration phase of this study was matching 
the data collected at the continuous DO monitors located along the Fox River. 
These monitors recorded a DO sag over the whole length of the river begin- 
ning around day 196 (July 15) and extending to days 204 (July 23) to 206, 
depending upon location. After this sag, DO increased to concentrations near 
or exceeding saturation until roughly day 210. Based on the DO monitor data, 
i t  appeared that this behavior was limited to the Fox River since the stations in 
the bay did not exhibit similar behavior. The sag in DO was not evident at 
Depcre Dam either, and the mount  of sag increased toward the mouth. Sev- 
eral ideas were put forward in an attempt to explain this behavior. Since the 
sag was confined to the Fox River, it was thought that it may have been the 
result of large releases of biodegradable material. The point source loads 
preceding and during the sag were higher than loads at other times of the 
calibration but their i~npact was not enough to cause the observed level of DO 
depletion. After some investigation, it was determined from the model that 
DO produced (or not produced) by algae had an appreciable effect on the DO 
balance of the system. 
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Other possible causes for the sag were considered. It is possible that toxic- 
ity from waste loads could have lowered algal production, thus decreasing oxy- 
gen production. Another possible cause of lower algal production may have 
been an increase in light attenuation as a result of the higher loadings that 
occurred during the first 10 days of the simulation. Waste loads do increase 
turbidity, thus increasing light attenuation. One possible cause is wind, where 
periods of sustained winds from the north can push water into the Fox River, 
thus impacting flushing rates and DO. Another potential cause is the occur- 
rence of internal seiches that push mid-bay bottom waters with low DO into 
the lower bay. Review of the data in Patterson (1985) shows that there was 
DO stratification in the Fox River, especially in the upstream direction, with 
bottom DO lower than at the surface. However, at Schmidt Dock, no DO 
stratification was evident, and surface DO values were as low as those 
observed on the bottom further upstream. The model is compared against 
surface observations, and there is no mechanism for capturing vertical stratifi- 
cation, since the model is 2D. 

Low algal production during the first 10 days of the calibration period is 
considered to be a reasonable and feasible explanation for the occussence of 
the sag. A possible explanation for low algal production follows. Kennedy 
(1992) indicated that algal production in this system is highly dependent on 
light availability, which can be impacted by turbidity associated with sunoff. 
This situation is true of other systems. The watershed that drains into the Fox 
River is predorllinately agricultural. Thus, turbidity can increase dramatically 
during summer thunderstorms, even though discharge may not show a signifi- 
cant increase. Rainfall records from the study site indicate 1.64 in. of rain 
during the period July 1 1 - July 20, 1983. Following this 10-day period, little 
rainfall was reported. Therefore, a plausible cause for lower algal production 
is increased light attenuation resulting from increased non-algal suspended 
solids, or turbidity, due to rainfall during the first part of the calibration period. 

Although light attenuation is related to suspended solids (SS), data were 
insufficient to tllodel SS. Therefore, the effect of lower algal production was 
specified directly through P,,, (the maximum specific algal production rate), 
rather than through a light attenuation function dependent on SS. A reduction 
in P,,,,, from the initial calibration value of 3.0 day-' to 0.8 day-', reduced 
oxygen production and captured most of the sag. Attempts to use a constant 
value of P,),,, in the Fox River throughout the calibration period either over- 
predicted DO during the sag or under-predicted DO during the period follow- 
ing the sag, depending on whether the higher or lower value for P was 

'Yx used. Therefore, the smaller algal production rate (P,,, = 0.8 day ) was used 
for days 194 through 204 in the Fox River only. For the remainder of the 
calibration period, days 205 through 230. the higher value (P,, = 3.0 day-') 
was used in the Fox River. The value of P,, = 3.0 day-' was used in the 
bay throughout the calibration period. The value of 3.0 was used for all 
scenario suns. 

Patterson (1992) indicated that he too had encountered problems modeling 
July 1983 during the WDNR waste-load allocation study (Patterson 1985) and 
had to lower the Chl-alalgal biomass ratio and raise the algal respiration rate. 
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Typically, he used the same Chl-alalgal biomass ratio for May and June and 
another ratio for the months of July through October. Patterson indicated that 
the flow and temperature conditions of July 1983 were typical of those 
observed during May and June, so a Chl-alalgal biomass ratio closer to that of 

- June's was warranted for July 1983 (Patterson 1992). The effect of his modi- 
fication was that algae growth and oxygen production were lowered. 

Although the parameters used to capture the DO sag of July 1983 were 
different in the Patterson study and in this study, both studies used the same 
mechanism to produce lower DO values, i.e., less DO production through 
lower algal production. It is reasonable to expect an increase in light attenua- 
tion (thus a decrease in algal production) during rainfall runoff conditions like 
those that occurred during July 1983. 

Calibration conclusions 

Overall, the calibration results are judged to be good considering the com- 
plexity of the system and the simplicity (i.e., assumptions) of the model. It is 
recognized that the WQM is simpler than the real system. Even though the 
model is Inore comprehensive than the calibration database, the model should 
not be simplified. Simplifications to the model will lead to loss of 
resemblance to the real system. It is common practice to include water quality 
processes through state variables and parameters that may not be completely 
supported by data. Such practice enables investigation of project impacts to 
proceed in a timely, cost-effective manner without jeopardizing the integrity of 
the study. 

This calibration and the observed calibration data set are deemed adequate 
for the purposes of this study; i.e., evaluation of the impact of Kidney Island 
Expansion on circulation and the resulting impact on dissolved oxygen. If the 
calibration data set was adequate for the purposes of the study by Patterson 
(1985), i.e., establishing waste-load allocations, then it is reasonable to expect 
that the data arc sufficient for the pur-poses of this study. 
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7 Scenario Descriptions and 

A series of test simulations have been constructed for modeling lower 
Green Bay, under both existing and proposed Kidney Island configurations, for 
assessing possible water quality impacts that result from expanding the CDF. 
In constructing these tests, lake levels, river flow rates, and seiche actionlwind 
events are treated as independent variables. Seiche action and wind conditions 
are treated as one independent variable because a seiche is induced by wind 
and, therefore, these mechanisms cannot be readily uncoupled. Other bound- 
ary forcing conditions, such as meteorology, waste loads, and water quality 
boundary conditions, are treated as dependent variables. For example, meteo- 
rology was selected at identical dates as the period selected for seiche 
conditions. 

Each of the three independent variables can be represented by three levels, 
e.g., high, medium, and low. Thus, a total of 27 simulations can be developed 
if all combinations of the independent variables are considered. This number 
can, however, be reduced by judiciously selecting those combinations of vari- 
ables that would cover the range of expected impacts. One method for reduc- 
ing the number of scenarios is through the "bracketing" of extreme events. 
For example, the effects produced by an average seiche, average lake level, 
and minimum flow conditions can be estimated by investigating two scenarios; 
one scenario consists of average seiche, minimum flow, and minimum lake 
level conditions, whereas the second is composed of average seiche, minimum 
flow, and maximum lake level conditions. 

Ten scenarios were selected for assessing possible water quality impacts 
induced in the lower bay from expanding Kidney Island. All scenario condi- 
tions were selected to represent summer periods when water quality conditions 
are the poorest. Each scenario is composed of two simulations, one where the 
lower bay is simulated with the proposed CDF configuration, and the second 
where the lower bay represents existing conditions. 

Conditions for the 10 scenario simulations are presented in Table 22. The 
combination of conditions was selected to bracket the range of expected 
events. The strategy is to focus on simulating extreme conditions where the 
higher return period scenarios create conditions that either facilitate or impede 
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the transport of pollutants into open water. It should be noted that the scenario 
selections in the tables appear symmetrical. 

The logic for this should follow the pattern outlined below. High river 
flows are expected to occur with extreme seiche condition (i.e., storms). High- 
and low-water levels could exist for storm conditions; thus, both extreme water 
levels should be examined as shown in the first table. Water level is important 
since it impacts flow velocities and the degree of dilution of pollutants. 

It is possible for high and low river flows and high and low lake levels to 
occur with average seiche conditions. Thus, all four conditions should be 
examined. With these four combinations, all four average conditions (for at 
least two variables) are bracketed in the table. 

Low flows are expected to occur during "no significant seiche" conditions. 
However, high-and low-water levels may exist; thus, two conditions should be 
examined as shown in the table. 

Scenario Conditions 

Duration 

Strong wind events associated with the passage of cold fronts through the 
Great Lakes region occur approximately every 7 to 10 days during the sum- 
mer. During these storm events, seiche action and/or high river flows can 
provide sufficient momentum for transporting pollutant loadings into the open 
water. However, during calm periods river flows may lack sufficient Inomen- 
tum to flush the loadings into the open bay; thus, loadings can reside within 
the river until they are flushed into the bay with the passage of the next cold 
front. 

The duration of each scenario is consistent with the loading cycle discussed 
above. Furthermore, because loadings trapped in the river during calm periods 
will undergo nutrient uptake and biological degradation, each scenario has a 
duration that is approximately equal to two loading cycles (i.e., 21 days). The 
first and last 10-day periods of a simulation replicate calm bay conditions. 
Seichelstorm conditions will be imposed at the midpoint of each simulation. 
For the prolonged calm period, the same 21-day period is simulated, but with- 
out significant seiche action. 

The first 10-day period provides the water quality model with sufficient 
time to spin up and compute reasonable pollutant distributions in the river md 
in the vicinity of the Fox River mouth. Once an accurate pollutant distribution 
is developed, the flushing of pollutants by a seiche into shallow areas and open 
waters can be accurately predicted. Over the last 10-day period, the effects of 
the flushed poflutants on dissolved oxygen (for a given region) can be reason- 
ably evaluated. 
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Meteorological Conditions 

The important meteorological conditions impacting water quality are tem- 
perature, wind speed, and cloud cover. Biological processes are affected by 
temperature while reaeration is dependent upon both temperature and wind 
speed. Algal productivity is dependent upon light intensity, which is a func- 
tion of time and cloud cover. 

The meteorological data required for the scenarios consist of cloud cover, 
wet bulb temperature, dry bulb temperature, and wind speed. Data from the 
Green Bay Municipal Airport are used for the scenarios. Three sets of 21-day 
meteorological records corresponding to the periods selected for extreme, aver- 
age, and no seiche conditions are used. Meteorological data from these peri- 
ods are used because the reaeration and seiche are both wind-dependent. Since 
the seiche periods are being selected from the summer months, the tempera- 
tures during these times are higher than in other seasons. Higher temperatures 
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place more stress upon the system because of the increased biological activity 
and the decreased dissolved oxygen saturation level. It is expected that the 
calm seiche conditions in the summer occurred with higher temperatures than 
the other two seiche conditions. 

Point loadings and water quality boundary conditions 

Each discharger along the lower Fox River has a permit issued by the State 
of Wisconsin for releasing a maximum allowable BOD,. The permit loading 
for each discharger is a function of the water temperature and Fox River flow. 
These permit loadings are used as the point source loadings during the scenario 
runs. Point source loadings are generated based on the flow time series 
selected for the flow scenarios. BOD, loadings are varied according to river 
flow and the previous day's water temperature. Average values for nitrogen 
and phosphorus loadings for these dischargers are used during the scenario 
runs. 

Headwater nutrient boundary conditions for the scenario runs are held 
constant for the duration of the simulation. Average nutrient concentrations 
used in the scenario runs are the same as those used by the WDNR in its 
waste-load allocation runs. Constant headwater dissolved oxygen concentra- 
tions are used with a diurnal fluctuation superimposed upon them. Headwater 
BOD, concentrations are varied with flow and temperature in the same manner 
as was done in the waste-load allocation simulations by the WDNR. Outer 
boundary conditions will be held constant throughout the scenario runs. 

Initial conditions 

Initial conditions for WQM calibration were generated with constant load- 
ings, meteorological conditions, and hydrodynamic input. The input conditions 
corresponded lo the beginning of the calibration period, i.e., 13 July 1983. 
The model was run to steady-state conditions. The steady-state concentrations 
for the state variables were subsequently used as the initial conditions for a 
model calibration run. The final concentrations from this calibration run were 
used as initial conditions for all subsequent calibration and scenario runs. 

Selection of SeichelWind Events 

Two seiche events and one prolonged calm period were selected for repre- 
senting the three seichelwind conditions used in the scenarios. One seiche 
represents extreme storm conditions, whereas the other reflects "average storm" 
conditions typically encountered on Green Bay. Time series of water surface 
levels for depicting these scenarios were taken from the Angle Light gauge 
data sets collected by the USGS during the summers of 1982, 1983, and 1984. 
Time series of wind speeds and directions recorded at the Green Bay 
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Municipal Airport were used in simulating the scenarios and these data cosse- 
spond to the identical time periods as the water level time series data. 

The time series of water surface levels selected for depicting the extreme 
seiche condition began on 27 August 1982 at 0000 CST and concluded 
21 days later at 2400 CST on 17 September. The maximum water surface 
level displacement (i.e., range) occurred on 6 S e p k m k r  and measured 2.2 R. 
Wind directions at this time were primarily from the south-southwest and had 
speeds of approximately 7 m/s. Figures 49 and 50 illustrate the water level and 
wind time histories m e a s u ~ d  during this period, respectively. Although mea- 
sured wind speeds were increased 50 percent in the model, speeds displayed in 
Figure 50 depict those measured at the aitpost. 

A distribution of water level displacements was calculated with Angle Light 
data to aid in defining the "average storm" seiche condition. Average displace- 
ments for the summers (i.e., June through September) of years 1982 through 
1984 were 0.55 ft, 0.57 ft, and 0.53 f&, respectively. Tables 23 through 25 
summarize the distsibution of displacements for the summers of 1982 through 
1984. 

The seiche occurring on 27 June 1984 was selected to represent the "aver- 
age storm" seiche condition. This storm produced a maximum water level 
displacement of approximately 1.5 ft, or approximately 2.7 times greater than 
the mean seiche range. Furthermore, a displacement of this magnitude occurs 

ANGLE LIGHT GPGE STATION 

- - - -  

Figure 49. l i m e  series of water surface levels f ~ r  extreme seiche condition 
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Figure 50. Time series of wind speeds and directions for extreme seiche 
condition 

approxi~nately four times per summer. The period chosen for depicting this 
condition began on 17 June 1984 at 0000 CST and concluded at 2400 CST on 
7 July. 

Winds preceding the maximum water surface displacement were from the 
west and had speeds of approximately 4 mlsec. The time series of water sur- 
face levels and wind speeds and directions are presented in Figures 51 and 52, 
respectively. 

The period 16 dune through 6 July 1982 was chosen to represent the calm 
seiche condition. Over this 21-day period, the average water level displace- 
ment was approximately equal to 0.49 ft, and corresponds to the longest sus- 
tained period without significant storm conditions. The time series of water 
surface levels and wind speeds and directions are presented in Figures 53 
and 54, respectively. 

Selection of River Flow Rates 

Historical time series for high flow, "average storm," and low flow condi- 
tions were selected from the USGS records of daily averaged flow rates for the 
Fox and Kewaunee Rivers. Records for the Fox River discharges measured at 
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ion sf Water Surface Level Displacements Recorded at 

RNGLE L l G H T  GRGE STATION I 

Figure 51. Time series of water surface levels for average storm seiche 
condition 
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Figure 52. Time series of wind speeds and directions for average storm seiche 
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Figure 53. Time series of water surface levels for calm seiche condition 
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Figure 54. Time series of wind speeds and directions for calm seiche condition 

the Rapid Croche Dam begin in 19117, and 71 years of daily data are available. 
Beginning in 1961, the Kewaunee River records contain 29 years of daily flow 
rates. In constructing the Fox and East River discharge data sets, it was 
assumed that flood flows and seiche action are in temporal phase. Thus, the 
first day of rising flood waters corresponds with the day of peak seiche action 
(i.e., the middle of the 21-day period). 

This assumption aids in preserving the hydrodynamic and hydrologic phas- 
ing between the storm-induced bay and river events. Furthermore, using his- 
torical time series data ensures, to a certain degree, that the hydrologic 
response of the Fox River is maintained or replicated in the scenarios. The 
selected time series, which are discussed below, represent summer flow condi- 
tions only. 

The historical flows for the months of June through September were 
analyzed for selecting the appropriate time series. Concerning the high and 
average storm conditions, the highest daily average flow for June through Sep- 
tember of each year of record was recorded, along with its date of occurrence. 
These peak flows were ranked and the frequency of occurrence was deter- 
mined using a Log-Pearson Type III analysis procedure. Table 26 provides the 
frequency of flood flows derived from this analysis. 

A flood having a 20-year return period was selected for depicting the high 
flow condition. As shown in Table 26, a flood with this return period has a 
peak discharge of approximately 16,000 cfs. Reviewing the dates of 
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occurrence, which were assembled during the flood analysis procedure, a 
21-day period stasting on 1 September 1986 and ending on 21 September was 
chosen to represent the high flow condition. Figure 55 illustrates the hydro- 
graph of Fox River flow rates. 

Inspection of Figure 55 shows that, during the 21-day period, the Fox River 
has a peak discharge sf  approximately 12,000 cfs. This apparent discrepancy 
in peak flows results from the 12 dams within the Fox River drainage basin 
attenuating the flood. With this high number of d m s  along the river, the Fox 
River becomes a highly regulated system, and is capable of attenuating flood 
discharges for extended periods of time. Concerning the flood beginning on 
11 September 1986, the peak flow was measured on 13 October 1986, or 
33 days after the flood began. Flow rates exceeding 10,000 cfs were measured 
at the Rapid Croche Dam for over 40 consecutive days. A cursory review of 
other extreme flood events shows that these floods also have long durations, 
and that the duration of the 1 I September 1986 flood is consistent with other 
high flow events. 

The time series of river flows beginning on 25 June 1978 and extending 
through 16 July 1978 was selected to represent the "average storm" flow con- 
dition. During this period, the Fox River experienced a p e k  discharge of 
6,980 cfs, which represents a flood having a 2-year return period. Figure 56 
presents the river flow time series selected for this condition. 

A 21-day summer period containing the 7Q10 flow (i.e., 7-day average 
low-flow event that has a frequency of occurrence once every 10 years) was 
selected to represent the low river flow condition. The procedure used for 
determining the 7Q10 is similar to that used in selecting high flow events. 
Fox River daily average flow data were analyzed to determine the minimum 
7-day average flow rate during June through September for each year of 
record. This information was saved for each of the 71 years of record. These 
data were ranked and analyzed using a Log-Pearson Type III procedure to 
determine the flow having a 10-year return period. From this analysis, it was 
determined that the 7Q10 has a magnitude of 990 cfs. 

Given the magnitude of the 7Q10, the yearly minimum flow data were 
inspected to select an appropriate flow event. For this condition, the period 
starting on 25 July 1937 and concluding on 15 August 1937 was selected. 
Figure 57 illustrates the river flow time series for this condition. 

For higher flow events, time series of Kewaunee River flows were selected 
having the identical dates as those for the Fox River flows. However, for the 
period selected to represent the low-flow condition, no discharge records exist 
for the Kewaunee River for the year 1937. Therefore, a second analysis was 
performed to determine the 7Q10 for this river. The period of 22 July 1988 
through 11 August 1988 was selected for representing the low-flow condition. 
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Figure 57. l i m e  series of low Fox River flow condition 
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Selection of Long-Term Lake Levels 

Monthly mean water levels for lower Green Bay were compiled by the 
NOAA for the years 1955 through 1980. Furthermore, these records span the 
time periods in which historical minimum and maximum watcr levels were 
measured on the upper Great Lakes. For the s m m e r  months, the minimum 
monthly mean water level was recorded in May 1964 at a level of 575.9 ft 
IGLD, whereas the maximum monthly mean water level of 581.1 ft  IGED was 
experienced in June 1974. The average, summer mean water level for this 
26-year period was approximately 578.8 1 ft IGLD. 

Lake levels selected for the scenario sinlulations consist of the average 
summer mean water level presented in the above paragraph, whereas the high 
and low lake levels are 580.50 ft  IGED and 576.93 ft IGED, respectively. 
Elevations for the high and low lake levels are equal to the average summer 
mean water level f 1.5 times the standard deviation (i.e., 1,367 ft) in lake 
levels over this 26-year period. 

Several areas within the lower bay become exposed at the selected average 
and low lake levels. These areas, such as portions of Grassy Island, are 
denoted in Figure 11 with double crosshatch shading. Consequently, the 
exposed areas were specified as land in the model. 

In trial simulations, it was found that the extreme and average seiche condi- 
tions would lower the water level such that those areas denoted with a single 
crosshatch in Figure 11 would become dry. This phenomenon only occurs 
during periods of significant drawdown. Therefore, as opposed to removing 
these cells from the model, cell depths were increased by 0.6 ft. 

Analysis of Hydrodynamic Impacts Resulting 
from CDF Expansion 

For each scenario, flow rates were computed across several transects within 
the study area. Transect positions are presented in Figure 58. Figures 59 
through 64 provide a cornparison of flow rates between the existing and pro- 
posed CDF configurations for the extreme seiche, extreme river flow, and 
minimum lake level scenarios. Furthe~more, the figures display the discharges 
during the period of extreme seiche action. Flow directions are referenced 
relative to the grid axes; negative flows represent flows in the negative x- and 
y-directions, whereas positive flows represent flows in the positive grid direc- 
tions. In other words, flows directed towards the south and east are defined as 
positive values, whereas northerly and westerly directed flows are defined as 
negative. 

Of those transects placed in the vicinity of the Fox River mouth, the great- 
est change in flows was measured at transect 1 I ,  which extends from the CDF 
to Grassy Island. Because the expansion reduces the conveyance through this 
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reach, it can be expected that this transect would experience a reduction in 
flows. As shown in Figure 59, the proposed CDF reduces the discharges, in 
both the east and west directions, across this transect. 

With a reduction in flow across transect 11, increased flows should be 
experienced across trmsecls 3, 4, 9, and 12. (Changes in flow across 
transect I should be negligible during periods of bay-directed flows due to the 
momentum induced by the river.) The greatest change in flows can be seen 
for this period across transect 3. Negligible changes in flows are displayed at 
transects 4, 9, and 12. 

Transects shown in the above figures form a "closed box" around the criti- 
cal area at the confluence of the Fox River. For the expansion to adversely 
impact water quality conditions in regions that are presently and relatively 
unaffected, greater quantities of pollutants must be transported into these 
regions. To a certain degree, those areas affected by the expansion can be 
identified by a change in flow across a given transect. However, conclusions 
concerning water quality impacts derived solely from changing flow rates can 
be misleading because of several factors which the hydrodynamic model does 
not measure. These factors include pollutant concentrations, residence time, 
and mixing of bay and river waters. Analysis of the hydrodynamic model 
results can be used, however, to identify changes in current patterns, which 
influence the transport of pollutants through the lower bay. 

I i 

Figure 58. Location of transects in lower Green Bay 
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Figure 59. Comparison of discharge computed at transect 1 
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Figure 60. Comparison of discharge computed at transect 3 
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Figure 61. Comparison of discharge computed at transect 4 
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Figure 62. Comparison of discharge computed at transect 9 
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Figure 63. Comparison of discharge computed at transect 11 

Figure 64. Comparison of discharge computed at transect 12 
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One means of quantifying the change in cursent patterns is through a statis- 
tical averaging of flows at each transect. Tables 27 and 28 summarize the net 
flow enterindexiting the c~itical area for the 10 scenarios. Table 27 presents 
the net flows computed with the existing CDF configuration, whereas net 
flows computed with the proposed configuration are given in Table 28. 

$;lows kiave bcen normalized and are expressed as a percentage of the told 
net Row entesing the critical xea. Furthemore, values quoted in brackets 
represent the fraction of total net flow entering the critical area, whereas values 
without brackets represent that fraction exiting this area. 

The minimum seiche, minimum Piver flow, and minimum lake level scen- 
arios reflect a condition that is dominated by calm water level fluctuations. 
For the existing CDF configuration simulation, 48.4 percent of the net river 
flow exits the criticd area through the channel (i.e., transect 3). The second 
greatest proportion of net river flow, 33.9 percent, exits through transect 11, or 
that transect most affected by the CDF expansion. For the remaining transects, 
10.3, 7.3, and 0.2 percent of the net river flow exits through transects 4, 9, and 
12, respectively. 

With the proposed configuration, net river flow exiting through transect 11 
will decrease from 33.9 percent to 31.4 percent, or a reduction of 2.5 percent 
of the net flow. A decrease of 0.8 percent is also exhibited at transect 4. The 
bulk of the change, or 2.3 percent of the net flow, will be transported lhrough 
the c h m e l .  The remaining fraction, 0.3 percent, will be transported into Peals 
Lake (i.e., transect 9), and 0.4 percent will pass behind Kidney Island 
(Wansect 12). 

Other tendencies in the lower bay's current patterns can be discerned by 
comparing the proportion of net river flows between the valious scenarios. 
For example, the bulk of the net flow exits the critical area via the channel. 
At minimum lake levels, flow exiting through the channel for the different 
scenarios ranges from 24.6 percent to 51.5 percent of the net river flow. This 
proporlion is reduced, however, at higher lake levels. At maximum lake lev- 
els, between 16.3 percent and 33.6 percent of the net river flows exit the area 
through the c h m e l .  This phenomenon is attributed to lower bottom friction 
effects due to deeper water depths. With deeper water depths, less impedance 
is imposed on flows by the bottom friction, permitting greater flow volumes to 
enter shdlower areas. 

Lake levels also have a large impact on the net flow through transect 4, 
which is located dong Grassy Island. At lower lake levels, portions of Grassy 
Island become exposed, thus reducing the conveyance of water though this 
al-ea. At higher water levels, greater water volumes pass through this transect. 
Similarly, the proportion of net river flow increases for transect 12, or behind 
Kidney Island. A postion of these increases is reflected in the decrease in net 
flow through the channel. 
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As shown in Table 29, which summarizes the change in net river flow due 
to the expansion for the 10 scenarios, decreasing net flows across tramect 11 
are experienced in each scenario. This decrease is attsibuted to the reduction 
in conveyance through this transect. The decrease in net flows ranges from 
3.0 percent to 5.2 percent of the net river flow. The average reduction is 
3.8 percent. As is to be expected, the decrease in flows through transect 11 
increases the net n-iver flow lBirough the remaining trailsects which surround the 
critical area. 

Comparing changes in net flow, the greatest increase in net flows occurs 
through transect 3, or the channel. Neglecting the extseme seiche, minimum 
river flow, and average lake level condition, the averaged net flow through the 
channel increases by a propodion equal to 2.4 percent of the net river flow. 
Averaged increases in flows across tsansects 4 and 9 are approximately equal, 
However, transect 4 appears to be more sensitive to changing scenario condi- 
tions. Flows behind Kidney Island also exhibit sensitivity between the various 
scenarios. 

Input Description for Water Quality Scenario 
Analyses 

As discussed earlier, the conditions for the scenarios are intended to provide 
an extreme range of expected forcing conditions (i.e., flows, seiches, and lake 
levels) that could occur in the lower Green Bay. Each scenario evaluation 
consisted of two water quality si~nulations. One simulation was made with 
existing conditions and another with the planned Kidney Island expansion in 
place. Concentrations of all state variables for all cells were output on a 3-hr 
basis over the duration of the run. Other than the difference in the grids 
resulting from the expansion of Kidney Island, everything else about the two 
runs was identical. 

Three additional HM grid linkage (map) files were generated for the high- 
lake-level expanded island case and for the low-lake-level existing and 
expanded island cases. Map files used for the calibration period were used for 
the high-water existing case. Map files for the low-water cases were used for 
the average-lake-level scenarios. Two sets of hydrodynamics (i.e., existing and 
planned expansion) were generated for each scenario using the appropriate map 
files. The MM was allowed to spin up for two days before generating hydro- 
dynamic output for the WQM. Thus duration of each water quality scenario 
simulation was 19 days. 

Meteorological data corresponding to the t i~ne frame of the seiche condition 
were used to generate daily equilibrium temperatures and heat exchange coeffi- 
cients, fractional day lengths, daily solar radiation, and daily average wind 
speeds for the scenarios. Point source loads, except for CBOD, and GBOD,, 
were set to the levels used in the WDNR waste-load allocation study and held 
constant during the scenario runs. CBOD, and CBOD, were allowed to vary 
but were always set to the maximum pennitted load for each discharger. The 
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total CBOD, that could be discharged by a91 point sources varied as a function 
of kmperature and the average of the preceding four days flow at Rapid 
Croche Dam. The relationship between average flow and kmperabre and 
allowable total CBOD, load for a91 discharges is indicated in the W D M  
was&-load allocation report (Patterson 1985). Once the totid CBOD, that 
could be discharged was detemined, it was divided among the various dis- 
chargers, converted to CBOD,, and then separated into C B B Q  and CBODR. 

Maximum permit loads were used so that the worst case dissolved oxygen 
conditions for each scenario would be simulated and any difference in DO 
resulting from expansion would be more evident. This approach resulted in a 
rigorous test for violation of the 5.0-mg/L state DO standard. The maximum 
allowable CBOD loading is directly related to flow. As flow changed, the 
CBBD loadings changed so that the maximum allowable CBBD load was 
always being applied. In reality, industrial loads are a function of production 
schedules and domestic loads are a function of population and per capita 
usage. It is very doubtful that industrial production would follow Lhe fluctua- 
tions in flow, especially in the high water scenario, that the scenario loads did. 
The permit loads are far above the loadings used in the calibration period and 
reflect a worst case condition since several  discharge^ currently operate well 
below the penmiteed levels. 

Headwater boundary conditions were held constant over the duration of 
each scenario except for CBOD,, CBODR, and dissolved oxygen. CBOD, and 
CBOD, were varied as a function of flow and kmyerature. Relationships 
among temperaare, flow, and CBOD for the lower Fox River are indicated in 
the WDNR waste-load allocation report (Patterson 1985). The headwater tem- 
perature was held constant at 27 "C, which was the average temperature during 
the calibration period. Headwater dissolved oxygen concentrations were based 
on sabration at 27 "C with a 1.7-mgL. diurnal swing. The same boundary 
conditions were used for the outer boundary and East River headwater bound- 
ary conditions that were used in the calibration runs. The s m e  initial condi- 
tions were used during the scenarios as during calibration. All scenarios were 
nura using a constant algal production rate (P,,,==3.0 day-') in the Fox River. 

In order to observe flow pattenn variation resulting from expansion of 
Kidney Island, a consenvative tracer was injected into the same cell h a t  
GBMSB point load was applied in. This tracer was injected at a rate of 
I,OW kgtday. Tracer concentrations were monitored in ;all cells and output 
was monitored at 3-hr intervals. 

Methods of Scenario Analysis 

Ten water quality scenarios were run in order to determine the impact of 
Kidney Island expansion upon water quality (Table 22). For ease of referring 
to a specific scenario, a three-letter nomenclature is used, as indicated in 
Table 30. Each scenario consisted of a WQM nun with existing conditions and 
a WQM run with the Kidney Island expansion in place. For each WQM nun, 

Chapter 7 Scenario Descriptions and Results 



results were saved every 
3 hr for all computationd 
ceBs and for all  state vari- 
ables. These ~ s d t s  were 
arcNved to t a p .  Results 
were saved at 3-h- intervals 
to reduce OU@II~ files to a 
reaonable and manageable 
size. mee-hour  output is 
considered kequent enough 
to deternine impacts, and 
for practicd purposes can be 
comidered as 'Ynstmh- 
neous." The saved scenario 
results were post-processed 
and analyzed for various 
measures of change as 
explained below. 

Maximum changes (i.e., 
maximum instantaneous and 
average decrease from exist- 
ing to plan conditions) in 
DO and the respective loca- 
tions wen  determined for 
each scenario simulation. 
Mwimum instantaneous 
(i.e., 3-hr intewal) DO 
decrease was determined by 
compariPlg the change in 
DO, from existing to plan, 
every 3 hr for all computa- 
tional cells and retaining the 
largest decrease and its 
respective cell location. The 
maximum decrease in aver- 
age DO was detemined by computing the average DO for the entire scenario 
simulation (existing and plan simulations), for each computational cell, and 
searching for the maxi~num decrease and its respective location. 

Four plotting methods were used to further evaluate the scenario results. 
These plots are grouped by scenario and are shown for select scenarios in 
Appendix D. The first four of the five scenarios (AEE, EEE, EEM, AEM, and 
MMM) selected for inclusion in Appendix D (Figures Dl  through D36, respec- 
tively) exhibited the greatest impact in terms of decrease in DO from existing 
to expanded island. Scenario MMM was added to exhibit the effects of mini- 
mum seiche, flow, and lake level. The plots in Appendix D consist of: 

a. Time series plots of CBOQ, conservative tracer, and DO concentrations 
at selected stations for existing and plan conditions. 
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6. Time series plots of the differences in plan and existing (i.e., plan minus 
existing) concentration for GBOD,, conservative tracer, and DO at 
selected stations. 

c. A plan view of bay shading plots of average conservative tracer concen- 
trations for existing md plan conditions. 

d. A plan view of bay shading plots of the differences in average consewa- 
tive tracer and average DO concentrations between existing and plan 
conditions. 

e. A plan view of bay shading plots of lowest instantaneous DO concenlra- 
tions for existing and plan conditions. 

Time series plots of DO, GBOD,, and consewative tracer were generated 
for existing and plan conditions at selected stations. The conservative tracer 
was injected at the mouth of the Fox River at the same location as the 
GBMSD discharge. Time series were plofied for nine statiorls for each 
scenario. Six of these stations are common to all scenarios. These six 
stations, which are shown on a map for each scenario in Appendix D, were 
positioned as follows: 

Station 1 - About 250 m north of the expanded Kidney Island. 

Station 2 - Between Kidney Island and the eastern shore. 

Station 3 - About 1,700 m north of the expanded Kidney Island. 

Station 4 - Between Kidney Island and the western shore. 

Station 5 - Between Kidney Island and the southem shore. 

Station 6 - At the mouth of Fox River 

The location of the seventh station varies from scenario to scenario. The sev- 
enth station is the cell that has the largest instantaneous decrease in dissolved 
oxygen between existing and plan conditions at many time during the scenario 
simulation. The location of the eighth station is the cell which had the largest 
decrease in average DO. The ninth station is composed of two cells, one 
located on the nonth face of the existing island and one on the face of the 
expanded island at approximately the same east-west location of the first cell 
(i.e., existing island shore). The locations of all stations are indicated on a 
map for each scenario in Appendix D (Figures D l ,  D8, D15, B22, and D29). 

Shading plots of scenario average values were generated by determining the 
simulation time-average value of DO and conservative tracer in each cebl based 
upon the values output at 3-hr intervals. Shading plots of the changes in 
average conservative tracer and DO levels were generated by detemining the 
differences in the average concentration of each cell. Shading contrasts corre- 
sponding to the concentration ranges are shown on the shading plots. 
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A number of analyses were perfonmed to evaluate the effect of the expan- 
sion on the violation of the state minimum DO standard (5.0 m a ) .  These 
included determination of the number of DO standard violations, minimum DO 
concentration, and the DO volume-days of violation. The procedures used to 
determine each are detailed later. 

Water Quality Scenario Results 

Changes In dissolved oxygen 

A summary of DO changes for all 10 scenarios is presented in Table 31. 
This summary is presented in order of decreasing maximum instantaneous DO 
decrease. It is noted that scenario AEE resulted in the maximum instantaneous 
decrease in DO, while scenario AEM had the maximum decrease in average 
DO of 0.891 mg/L. The first five scenarios caused the greatest decreases in 
DO for both measures of change. The maximum instantaneous decreases in 
DO are much larger than the maximum decrease in the average DO because 
slight phase shifts (in time) of DO fluctuations can reflect rather large DO 
changes for short periods of time. The large differences in DO seem to occur 
when a sudden increase in concentration in the plan lags the same increase in 
the existing case. The time series plots of DO that follow illustrate this. 
When the maximum decrease in average DO is calculated, it is evident that the 
overall decrease in DO in all cells resulting from expansion is minor. 

Time series plats 

The locations of stations selected for time series plots are shown in Figures 
D l ,  D8, D15, D22, and D29 for the five scenarios presented. Time series 
plots of DO (Figures D2, D9, D16, D23, and D30) indicate that the maximum 
instantaneous DO differences listed in Table 31 were short-term events. In 
most cases, the time series for DO were very similar for plan and existing 
conditions throughout the scenario. As discussed above, most differences are 
due to time phase shifts, where differences generally resulted from the increase 
in DO in the plan lagging slightly behind the increase in DO in the existing 
case. Since model concentrations were output on a 3-hr basis, slight time 
phase differences between the existing and proposed cases were amplified and 
could contribute to the magnitude of the differences. 

Time series for station 1 in scenario EEM (Figure D16) indicate sIight 
increases in CBOI9, and the conservative tracer after expansion. The period of 
the most significant increase in CBOD, corresponds to the largest decrease in 
DO at that station. The increased levels of tracer and C B O Q  are indicative of 
the waste plume passing across the face of Kidney Island being displaced 
outward by the expansion. Slight increases in conservative tracer concentra- 
tions and CBOD, were observed at station 5 behind Kidney Island. A period 
of slightly decreased DO levels around day 12 occurred at this station. This 
period occurred under both existing and plan conditions but was of slightly 
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longer duration under plan conditions. Although island expansion did affect 
concentrations of CBOD,, tracer, and DO somewhat at these two stations, 
overall the same trends were followed and the post-expansion conditions are 
similar to the pre-expansion conditions. At station 2 located east of Kidney 
Island and station 3 located north of Kidney Island, the differences in pre- and 
post-expansion simulations were minimal. At station 6 at the mouth of the 
Fox River there were no differences, as would be expected due to the high 
flow conditions. Differences in concentrations at station 4 near Peats Lake 
were imperceptible. Therefore, it is evident that, for this scenario, expansion 
did not redistribute flow to the western portion of the bay. 

The results at stations 1-6 for scenario EEM discussed above are typical of 
the pattern observed in the other scenarios. The largest deviation from existing 
conditions occurred at the stations closest to the island, station 1 and station 5. 
Minor, almost imperceptible, differences between existing and plan conditions 
occurred at stations 2, 3, and 6. Practically no differences can be detected at 
the station near Peats Lake (station 4). Therefore, it appears that the expansion 
has no impact upon the area surrounding station 4. The impact of expansion 
upon DO, CBOD,, and conservative tracer is clearly demonstrated in the time 
series plots of concentration differences (Figures D3, D10, D17, D24, 
and D31). 

Time series plots for the stations experiencing the largest instantaneous DO 
change at any time during the scenario are shown at station 7. The locations 
of these stations for all scenarios are shown in Figure 65 and in Figures D l ,  
D8, D15, D22, and D29. Existing and post-expansion concentrations of DO, 
tracer, and CBOD, are generally very similar at station 7 for all scenarios. 
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Figure 65. Cells with largest instantaneous decrease in DO for all scenarios 

The large instantaneous differences in DO at station '7 (listed in Table 31 for 
each scenario) are short-term events. Only in scenario AEM (Figures 1023 
and D24) are there significant differences in DO for a sustained period of the 
simulation. This same cell in scenario thEM had the largest decrease in aver- 
age DO. All ceUs &at had the largest instantaneous decrease in DO were 
located in the vicinity of Kidney Island. These cells were actually next to the 
island in three scenarios. For the other scenarios, they were close lo the island 
(in its "shadow"). 

Station 8 is the location of the cells that experienced h e  maximuin decrease 
in average DO and is shown in Figure 66 and Figures Dl ,  D8, Dl5, D22, 
and D29 for all scenarios. For nine of the ten scenarios, this cell was adjacent 
to Kidney Island. These cells next to the expanded island experienced the 
largest change in circulation. Conditions prior to expansion for these cells 
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were more representative of open water. After expansion, these cells were 
along the boundary of Kidney Island where velocity gradients are greatest. 
Expansion simply pushes water that is near the existing boundary further out. 

Time series plots for station 9 (Figures D2, D9, etc.) are actually a com- 
parison of two different cells. One cell is adjacent to the north face of the 
existing Kidney Island. The second cell is on the. face of the expanded Kidney 
Island in the same row as the first cell (i.e., immediately north of the first 
cell). Agreement between pre- and post-expansion conditions at these cells is 
much better than agreement at station 8. Concentrations in the cells that com- 
pose station 9 are similar throughout each scenario and follow the same pat- 
terns within a scenario. This indicates that similar conditions exist along the 
shore of Kidney Island before and after expansion. Therefore, the differences 
predicted along the boundary of the island are due primarily to comparison of 
post-expansion boundary conditions to pre-expansion open-water conditions. 

Conservative tracer shading plots 

Bay-wide, plan view shading plots of conservative tracer were used to 
determine the spatial extent of Kidney Island expansion impact on pollutant 
transport. In the plots of average concentration (Figures D4, D11, D18, D25, 
and D32), darker areas indicate higher average concentrations. Scenarios with 
high Fox River flows experienced the highest conservative tracer concentra- 
tions in the area stretching from the Fox River mouth eastward along the 
shore. It appears that a postion of the Fox River flow passes between Kidney 
Island and the shore or along the front face of Kidney Island between Kidney 
Island and Grassy Island. In scenarios EEE and AEE, the highest average 
tracer concentrations were between Kidney Island and the shore. The area 
along the front face of Kidney Island has elevated tracer concentrations, but 
not as high as the area behind the island. Scenarios AEM and EEM also have 
high average tracer concentrations behind the island but have higher tracer 
concentrations along the front of Kidney Island than in EEE and AEE. This 
area of higher tracer concentrations (>0.20 g/m3) forms a narrow (2-3 cell) 
band along the north boundary ol' the island. Scenarios AEM and EEM are 
minimum water level scenarios, while EEE and AEE are extreme (high) water 
level scenarios. It appears that the higher concentrations along the north 
boundary in scenarios AEM and EEM are due to shallow water between the 
island and shore that forces more water north of the island. The above results 
are very similar for both existing and plan conditions. 

Scenario AEM and AEE results indicate higher tracer concentrations in the 
western portion of the bay, Peats Lake, than do scenarios EEE and EEM. 
Scenarios AEM and AEE are average seiche condition scenarios, while EEE 
and EEM are extreme (high) seiche scenarios. All other conditions are the 
same; thus, the difference in seiche conditions must affect the amount of flow 
entering Peats Lake. 
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Figure 66. Cells with the largest decrease in average DO for all scenarios 

To better assess the impact of expansion upon tracer concentrations, the 
differences in the average tracer concentrations need to be viewed (Figures D5, 
D12, D19, D26, and D33). Darker areas indicate increased average tracer 
concentration after the expansion. It is important to note that a change in the 
shading intensity of a cell between the existing and plan cases does not neces- 
sarily signal a dramatic increase in tracer concentrations. Instead it indicates 
that the average concentration of conservative tracer in that cell increased until 
it exceeded the threshold of the next shading range. 

Shading plots of differences in average tracer concentrations between exist- 
ing and plan conditions indicated that tracer concentration throughout the bay 
remained relatively unchanged between existing and plan cases for each sce- 
nario. Increases in average tracer concentration were limited to the region 
surrounding Kidney Island, mostly on the northern side. No increases in tracer 
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concentration between existing and plan configurations are indicated in the 
western portion of the bay. The degree to which tracer concentrations change 
around Kidney Island varied among scenarios. 

Scenarios AEM and AEE had the largest increases in average tracer con- 
centrations, which occurred along the north boundary of expanded Kidney 
Idand. These increases occurred when flow passing the nosth boundasy was 
displaced by expansion. Prior to expansion, a plume of water containing high 
tracer concentrations passed along the north boundary of the island. Concen- 
trations in this plume decreased with distance out from the boundary. After 
expansion, this plume still followed the boundary of the expanded island, but 
the cells bordering the face of the expanded island were in open water prior to 
expansion. Prior to expansion, average tracer concentrations in these cells 
were lower than concentrations after expansion because of the repositioning of 
this plume. Scenarios EEE and EEM also registered increases in average 
tracer concentrations along the boundary of Kidney Island for the same rea- 
sons. The magnitude of the increases was less that those of AEM and AEE, 
which is attributed to differences in seiche conditions. 

In all scenarios, no increases in average tracer concentrations were indicated 
except for the area immediately around Kidney Island. Therefore, expansion 
does not have any effect on transport over large portions of the bay, including 
Peats Lake. 

DO shading plots 

Bay-wide, plan view shading plots of the differences in simulation average 
DO concentrations indicate that the effects of expansion are localized around 
Kidney Island (see Figures 0.1.6, D.2.6, D.3.6, 0.4.6, and D.5.6). The loca- 
tions of the regions around Kidney Island which experienced decreases in 
average DO after expansion were generally the same regions which experi- 
enced increases in average tracer concentrations (mostly on the northern side). 
One reason why these areas do not match exactly can be attributed to the fact 
that the increments used for DO and tracer shading do not correspond. 

In most cases, the cell with the ~naximum decrease in average DO was 
adjacent to the Kidney Island expansion. Prior to expansion these cells were 
not adjacent to Kidney Island. Expansion of Kidney Island brought the island 
out to these cells. Comparison of existing and post-expansion conditions in 
the cells next to the expansion amounts to comparison of conditions in a cell 
away from the island (existing conditions) and a cell next to the island 
(expanded conditions). The poorer water quality found along the edge of the 
existing island was displaced to the edge of the expanded island. Thus, 
decreases in DO around Lhe expansion result from displacement rather than 
degradation. Little or no degradation in DO occurs between the island and 
south shore as a result of expansion. This is due to the increased flow (i.e., 
flushing rate) in this area as noted under the NIW results. 
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In two scenarios, AEE and MME, the cells with the largest decreases in 
average DO were located on the right and left sides of Kidney Island where 
the expansion connects with the existing island. These cells are in the comers 
created by the connection of the expansion to the existing island and experi- 
enced significant changes in circulation after expansion compared to pre- 
expansion conditions. In scenario AEE, the cell with the largest decrease in 
average DO was located on the eastern side of Kidney Island (side away from 
the Fox River mouth). This scenario was a high-flow scenario and conserva- 
tive tracer plots indicated that this region was in the wake of the flow passing 
around the island. In scenario MME, a low-flow, minimum-seiche scenario, 
the cell with the largest decrease in average DO was on the western side of 
Kidney Island (side closest to the Fox River mouth). The hydrodynamic con- 
ditions of this scenario resulted in little flushing of this comer. Prior to expan- 
sion the flow could follow the boundary of Kidney Island around the island. 
After expansion, the flow along the southwestern edge of Kidney Island was 
partially blocked by the expansion and there wasn't enough energy in this 
scenario to keep the cell in the comer flushed. 

Figures 0 7 ,  D14, D21, D28, and D35 are bay-wide, plan view shading 
plots of lowest (throughout the scenario simulation) instantaneous DO concen- 
trations for existing and plan conditions. Each cell is shaded according to the 
lowest DO predicted for that cell without regard for when it may have 
occurred. The regions which are shaded vary from scenario to scenario. Mow- 
ever, for a given scenario, the same regions are shaded to the same degree in 
both pre- and post-expansion conditions. This indicates how similar the mini- 
mum DO concentrations are throughout the bay. 

Violations sf minimum DO standards 

In this section, comparisons are made between the pre- and post-expansion 
DO conditions as related to the state minimum DO standards (5.0 mg/L). In 
these comparisons the first day's data (day 0.0 to day 1.0) were omitted and 
only data from days 1 through 19 used. The first day was omitted from these 
comparisons to decrease the impact of initial conditions upon the interpretation 
of the WQM results. 

Dissolved oxygen concentrations for all cells were output in 3-hr intervals 
for all cells during the water quality scenarios. The number of these 3-hr 
outputs that the DO was below 5.0 mgiL were determined with and without 
the expansion in place for all cells and for all scenarios. It must be remem- 
bered that when the DO was below 5.0 mglL by any amount, no matter how 
small, it was counted. It is pointed out, however, that the waste-load alloca- 
tions were based on 24-hr average values of DO. 

The cells in which the DO fell below 5.0 mg/L the most are summarized in 
Table 32 for each scenario. In seven of the scenarios, the cells which had the 
most DO concentrations below 5.0 mgiL after expansion were the same cell or 
adjacent to the cells which had the most DOs below 5.0 mgiL before expan- 
sion (see Figures 67 and 68). 
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The lowest DO concentration for each scenario was determined for both 
pre- and post-expansion conditions (Table 33). The DO concentrations, which 
were output at 3-hr intervals, were searched and the lowest DO that occurred 
in any cell was determined. Locations of these cells are shown in Figures 69 
and 70. 

The total number of occurrences of violation of the state DO standard 
(5.0 mg/L) for the entire study area were determined for each scenario as 
shown in Table 34. This value is the sum of the number of total violations of 
the state DO standard for all cells. The data contained in Tables 33 and 34 
demonstrate that the pre- and post-expansion DO conditions are very similar. 

Figures 68 and 70 demonstrate that the expansion does not cause DO deg- 
radation upstream of the Fox River mouth, which is critical for existing 
waskload allocations. The same three scenarios expe~ienced their maximum 
number of DO violations within the Fox River for both pre- and post- 
expansion conditions (see Figure 48). The lowest DO occurred within the Fox 
River for three pre-expansion scenarios, whereas only one post-expansion 
scenario had the lowest DO within the Fox River, at the same location as the 
pre-expansion condition (see Figure 70). 

The determination of the number of state DO standard violations did not 
indicate the degree of these violations. Any DO concentration below 5.0 mg/L 
was counted as a violation without regard to its ~nagnitude. While it is 
important to know how far the DO falls below the state standard, it is also 
important to determine the volume of water to which this condition applies. 
The DO deficit was determined for the cells in which violations occurred by 
multiplying the cell volume by the difference between 5.0 m g L  and the pre- 
dicted DO concentration. Since DO concentrations were output at 3-hr inter- 
vals, these deficits were assumed to last until the next DO output, at which 
time new deficits were calculated. The deficit was multiplied by the 3-hr 
interval to yield DO deficit-days. DO deficit-days (g 0,-days) are computed 
from 

DO-deficit-day = V * (5.0 - DO) * (3124) 

where 

V = cell volume (m3) 

The deficit-days were summed for all cells to arrive at one vdue for both pre- 
and post-expansion conditions for each scenario (Table 35). 

If all cells in the grid maintained the state standard of 5.0 m a  throughout 
the 18 days of scenario used for comparisons, the total 80 mass duration 
required would be 3.042*101° g 0,-days. Therefore, the largest DO deficit 
days of 0.31* 10' g 0,-days (Table 35) represents about 0.10 percent of the 
total DO mass duration required for state standards throughout the simulation. 
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Figure 67. Cells with most DO violations 
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Figure 68. Cells with most 690 violations, Fox River mouth vicinity 
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Figure 69. Cells with lowest DO 
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Figure 70. Cells with lowest DO, Fox River mouth vicinity 
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of Occurrences of DO Below 5.61 mg/L During Each Scenario 

of violation (cell volume)*(5.0-D0)*(3hrI24hr) 
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Statistical Analysis of Violations of Minimum DO 
Standards 

Statistical signific;~nce tests were conducted on the results of Tables 32-35. 
Five sets of paired data were tested to determine if there were differences 
between pre- and post-expansion DO violations in LGB. The five sets of 
paired data arc: 

a. Number of pre- and post-expansion DO violations in the cell which 
had the most DO violations before expansion for each scenario (see 
Table 32). 

b. Number of pre- and post-expansion DO violations in the cell which 
had the most DO violations after expansion for each scenario (see 
Table 32). 

c. Lowest pre- and post-expansion DO concentration for each scenario 
(see Table 33); 

d. Total number of DO violations for all cells before and after expansion 
for each scenario (see Table 34). 

e. DO-volume-days of violation before and after expansion for each 
scena~io (see Table 35). 

For each of the above five comparisons, there are 10 independent data 
samples (i.e., 10 scenarios) with paired results (i.e., pre- and post-expansion) 
for each sample. All samples were obtained from model results. 

The Wilcoxon signed rank test was used to test the null hypothesis, i.e., the 
means for pre- and post-expansion observations are equal. The Wilcoxon test 
is a nonpararnetric analog to the paired difference t test. This test was used 
since it does not require the normal distribution assumption, which the t test 
requires, Using both one- and two-tailed tests with a = 0.05, the null hypothe- 
sis could not be rejected for all of the above comparisons except (2). The 
number of post-expansion DO violations for test 2 either remained the same or 
slightjy increased for each scenario (see right side of Table 32), thus causing 
the null hypothesis to be rejected. In sumInasy, the statistical analysis indi- 
cates that there is no significant difference in pre- and post-expansion DO 
violations for four of the five types of DO violation comparisons conducted. 
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nvestigation of Sediment 
Resuspension Potentia 

One possible consequence of expanding Kidney Island is the increase in 
water nutrient and toxin levels within the lower bay. This potential increase 
could be induced by higher current velocities and the associated resuspension 
of cohesive sediment, such as clays and silts, which had adsorbed pollutants 
prior to deposition. Because the chemical bond attaching the nutrient to a 
sediment particle may not be permanent, it can dissociate from the clay particle 
and be reintroduced into the water column, should resuspension occur. This 
pollutant may then enter the aquatic life-cycle process (i.e., food chain) or 
again be adsorbed by sediment and remain in the sediment deposition/ 
resuspension cycle. 

Development of a rigorous modeling procedure to investigate and quantify 
sediment transport is not in the scope of this study. However, a qualitative 
assessment is made by determining those areas in the lower bay where the 
potential for sediment resuspension will increase due to expanding Kidney 
Island. This qualitative assessment focuses on delineating those areas which 
can be expected to experience an increase in bottom shear stress, the process 
controlling resuspension of sediment, 

Description of Modeling Algorithm 

In shallow areas, such as lower Green Bay, sediment resuspension is a 
function of the orbital velocities associated with short wave fields together 
with the shear stress imparted by the depth-averaged flow. In order to account 
for this coupled process, an effective increase in the bed shear stress is used in 
the modeling algorithm. This modification, based on the concepts developed 
by Bijker (1967), states that an effective shear stress, including both waves and 
currents, can be written as a function of a wave-induced increase in the bed 
shear stress produced by cumnts only. This function can be expressed as: 
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where T,, is the entrained bottom shear stress incorporating both orbital and 
current velocities, zc represents the bottom shear stress due only to currents, uc 
is the current speed, uo is the amplitude of the wave orbital velocity, and 5 is 
an entrainment coefficient. 

The bottom shear stress formulation for currents is: 

where p is the water density, g is the gravitational acceleration, and C, is the 
Chezy friction factor. 

The wave orbital velocity defined in the first equation can be written: 

where N is the wave height, D is the water depth, and T and k represent the 
wave period and wave number, respectively. 

The entrainment coefficient is: 

wheref, is the wave friction factor (Jonsson 1966). C is a coefficient 
accounting for bottom friction effects and has the form: 

where r. represents the bed roughness. 
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The wave friction factor can be approximated by (Swart 1974): 

0.194 

fw = exp 1 -5.977. 5.213 [:] 1 
The quantity a. is the maximum o r b i d  excursion length and is defined as: 

The modeling procedure described above provides a spatial distribution of 
areas subject to erosion as a function of local depth, sediment size, wave 
fields, and hydrodynamic forcing. Because cohesive sediment deposition pat- 
terns give an indication of sediment-adsorbed substance concentrations, this 
approach provides a qualitative insight into the potential effects of the pro- 
posed CDF on the distribution of toxic materials. 

Application of Modeling Approach 

In order to evaluate potential sediment resuspension patterns over a wide 
range of hydrodynamic conditions, the algorithm discussed above was applied 
to each of the 10 scenarios described in the previous chapter. To identify 
areas subject to changing sediment resuspension potentials, bottom shear 
stresses computed with the proposed Kidney Island codipration were com- 
pared to those stresses computed with the existing configuration. Bed shear 
stresses were computed as a function of local rms velocity magnitudes and 
local wind wave conditions. The hydrodynamic model results were used to 
compute the root-mean-square velocities for each cell in the grid. 

The procedures presented in the Shore Prorectjon Manual (1984) were 
followed for estimating significant wave height and period for fetch-limlited 
and shallow-water conditions. The significant wave height and period were 
estimated to be equal to 1.3 R and 2.2 sec, respectively. A fetch length of 
3 miles, a water depth of 10 R, and a wind speed of 7 m/sec were used to pre- 
dict these values. The selected wind speed represents the maximum sustained 
wind speed measured at the Green Bay Ailport. This speed was increased by 
50 percent to correct for overland friction effects. The wave period was 
assumed constant throughout the grid; however, the wave height was adjusted 
to account for depth-limited wave conditions (e.g., breaking waves). 
Figures 71 and 72 illustrate the computed bottom shear stresses for the existing 
and proposed CDF configurations, respectively, under extreme seiche, extreme 
river flow, and minimum lake level conditions. Figure 73 depicts the 
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departure, or relative change in bottom shear stress, resulting from expanding 
Kidney Island. 

Figures 7 1 and 72 show a correlation between water depth and bottom 
shear stress, where greater shear stresses are typically experienced in shallower 
water. For example, in Peats Lake, where depths are generally less than 4 ft, 
stresses exceed 50 dynes/cm2, whereas, having depths exceeding 20 ft, i%e 
navigation channel experiences stresses below 10 dynes/cm2. 

At each cell in the grid, the departure in bottom shear stresses is computed 
as the difference in bottom shear stresses resulting from expanding Kidney 
Island. The existing CDF configuration serves as the basis of comparison. 
Thus, a positive change reflects an increase in stresses (due to expanding 
Kidney Island), whereas a negative change depicts a decrease in stresses. In 
Figure 73, departures are expressed in percent. Furthermore, a threshold value 
of 5 dynes/cm2 was specified as the critical stress required to induce move- 
ment of cohesive sediment. Thus, no sediment movement will occur when 
stresses are below this threshold value. 

In Peats Lake and Dead Horse Bay, bottom shear stresses are most sensitive 
to the variation in lake levels. For example, at minimum lake levels, stresses 
vary between 10 dynes/cm2 and 50 dynes/cm2, whereas stresses range from 
10-40 dynes/cm2 and 0-30 dynes/cm2 for the average and maximum lake lev- 
els, respectively. A negligible change in stress patterns is noted for the 
extreme and average storm seiche conditions, and also between differing flow 
rates. A small change is noted, however, between extreme and minimum 
seiche conditions. A negligible change in stress departure is noted in these 
areas. 

In the southeast section of the lower bay, which is defined as that area ease 
of Kidney Island and south of Frying Pan Shoal, high shear stress areas pre- 
dominately reside along the shoreline. For the extreme seiche, extreme river 
flow, and minimum lake level condition, stresses ranged between 
30 dynes/cm2 and 50 dynes/cm2. For average and maximum lake levels, 
stresses were typically in the 20-30 dynes/cm2 range along the shoreline. 

For the minimum lake level scenarios, large portions in the southeast sec- 
tion have stresses in the 10-20 dynes/cm2 range. Towards the center of this 
section, stresses are lower and vary up to 10 dynes/cm2. Interestingly, the 
center of a large eddy typically exists in this area. For average and maximum 
lake levels, stresses are reduced and fall within the 0-10 dynes/cm2 range. No 
dependence is noted on river flow rates, and a negligible change in stresses 
occurs between pre- and post-expansion CDF configurations. 

Because of its depth, bottom shear stresses within the channel are predom- 
inately small and vary up to 10 dynes/cm2. However, for minimum lake level 
conditions, greater stresses are experienced in the shallower areas adjacent to 
the channel and these stresses can range from 10 dynes/cm2 to 20 dynes/cm2. 
The departures in stresses in areas adjacent to the channel are most sensitive 
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to the combined effects of maximum river flows, together with average and 
low lake levels. A negligible departure is noted at maximum lake levels. 
Seiche action slightly increases the area subject to resuspension, and the great- 
est effect is experienced in the zone adjacent to Grassy Island. 

For Kidney Island, bottom shear stresses around the island can approach 
40 dyneslcm? At maximum lake levels, stresses to the north of the island a n  
typically in the 0-10 dPes/cm2 range. Behind the CDF, stresses approach 
30 dynes/cm2 along the shoreline, but decrease to the 10-20 dynes/cm2 range 
along the island. This difference in stresses is attributed to the fact that a 
small change in water depth, especially in shallower water, can have a signifi- 
cant impact on shear stresses. 

At average lake level conditions, stresses in front of Midney Island do not 
exceed 10 dynes/cm2, whereas stresses can range from 2 0 4 0  dpeslcm2 
behind the CDF. The higher stresses behind the CDF occur along the shore- 
line. To the east of Kidney Island, stresses vary up to 10 dynes/cm2. To its 
west and northwest, stresses in the vicinity of the CDF are in the range of 
10-30 dynes/cm2, with the higher stresses occurring in areas of shallower 
depths, such as along the shoreline. 

In the vicinity of Kidney Island, shear stresses generated with minimum 
water level conditions are, in general, approximately 10 dynes/cm2 greater than 
those calculated with average lake levels. Behind the island, maximum shear 
stresses increased from approximately 45 dynes/cm2 to 55 dynes/cm2, and 
stresses in front of the island increased from approximately 7 dynes/cm2 to 
15 dynes/cm2. A commensurate increase in stresses also occurred in the 
regions west and east of the island. 

For maximum lake level conditions, departures in bottom shear stresses 
show a potential increase in sediment resuspension in the vicinity of the 
unnamed shoal area located west-northwest of the CDF. This increase varies 
from 0.1 to 0.5 percent. In addition, areas behind Kidney Island also exhibit 
increased resuspension potential for extreme and average seiche conditions 
occurring in conjunction with maximum river flows. The spatial extent of 
these areas decreases under minimum ~ iver  flow conditions. A decrease in 
resuspension potential can be found to the west of the CDF. This decrease is 
attributed to the sheltering effect caused by enlarging the island. Compared to 
the existing configuration, the proposed CDF impedes the Row of water 
through this region, thus reducing the water velocities, and, therefore, the shear 
stresses. 

Whereas the area in front of Kidney Island exhibits a tendency of increas- 
ing bottom shear stress departures with decreasing lake levels, the departures 
for areas behind the island appear to increase with increases in lake levels. 
This phenomenon is attributed to the increased flows behind Kidney Island 
resulting from seiche action. 

Compared with departures resulting from maximum lake level conditions, a 
greater spatial extent becomes susceptible to possible erosion during periods of 
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average lake levels. This increase in resuspension potential is p~imarily in the 
region extending north from Kidney Island to Grassy Island. Increases range 
from 0.1 to 0.5 percent. An increase of 4 percent is computed, however, 
immediakly adjacent to the northwest section of the island. The spatial extent 
of this area is greater under extreme seiche and minimum river flow conditions 
than with minimum seiche and extreme river flow conditions. This suggests 
that seiche action wili have a greater imr~pact om1 pssible erosion patknls than 
high river flows. In addition, sheltering effects can be found to the west and 
east of Kidney Island. 

In suummaq, only those areas in the immediate vicinity of Kidney Island 
will experience a change in sediment resuspension potential. To the east and 
west of Kidney Island, the ptential for sediment resuspension is reduced. 
This phenomenon can be attributed to the sheltering effect caused by enlarging 
the islmd. Compared to the existing GDF configuration, the expanded island 
impedes the flow of water through these areas, thus reducing the water veloci- 
ties, and, therefore, the shear stresses. The overall decrease in stresses is gen- 
erally small, ranging from -0.5 to -1.0 percent. 

An increase in resuspension potential exists to the north of Kidney Island. 
This increase is attributed to constricting the cross-sectional area between the 
CDIF and Grassy Island, resulting in slightly higher velocities in this region. 
As a result, increases in stresses range from 0.5 to 1.0 percent, with the great- 
est increase shown in the area immediately adjacent to the northwest face of 
the island. Several areas along the navigation channel also show an increase in 
resuspension potential. This increase results from the increased flows exiting 
through the channel. 

Chapter 8 Investigatian of Sediment Resuspension Potential 



9 Summary and Conc usions 

The conclusions presented in this chapter were drawn by WES from an 
analysis of the hydrodynamic and water quality modeling results. These con- 
clusions, however, do not necessarily reflect those drawn by the TRP. 

This study was conducted to assess potential redistribution of current pat- 
terns and subsequent impacts on water quality (e.g., dissolved oxygen) result- 
ing from a planned expansion of a CDF located in lower Green Bay, 
Wisconsin. Two-dimensional, vertically averaged hydrodynamic and water 
quality models were applied to make this assessment. Because most bay pro- 
cesses can be adequately represented using a two-dimensional modeling 
approach and because of the absence of data for validating a three-dimensional 
model, assessing potential impacts using depth-integrated hydrodynamic and 
water quality models was accepted as a reasonable approach by the U.S. A m y  
Corgs of Engineers, both WES and NCE, WDNR, and the PIO. The hydrody- 
namic model, CH3D, was used for computing water surface levels and velocity 
fields which were subsequently used by the water quality model, CE-QUAL- 
ICM, for predicting the transport and fate of water quality constituents. 

The CH3D model incorporated all of the dominant physical processes 
affecting currents in the lower bay, including water surface level fluctuations 
(e.g. seiches), river inflows, surface and bottom shear stresses, and Coriolis 
effect. Time series of water surface elevations collected at the Angle Light 
gauging station were used as boundary conditions at the northern or open 
water boundary. Daily-averaged river discharges were specified at the Fox and 
East River boundaries. Time series of wind speed and direction data collected 
at the Green Bay Municipal Airport were used for input to the model. 

The water quality model is comprised of 11 state variables, including dis- 
solved oxygen (DO), and their associated kinetic processes. In addition to DO, 
modeled constituents include algae, labile and refractory carbonaceous bio- 
chemical oxygen demand (CBOD), temperature, nitrate-nitrogen, ammonium- 
nitrogen, total organic nitrogen, total organic phosphorus, orthophosphate- 
phosphorous, and a conservative tracer. Sediment oxygen demand is specified 
as a benthic boundary condition, and reaeration is simulated using a wind- 
driven, gas transfer fonnulation. 

The lower Green Bay grid was constructed such that coordinate lines 
smoothly followed the irregular landforms in the study area, including the 
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shoreline, Kidney Island, and Long Tail Point, as well as the navigation chan- 
nel. The final grid included improved spatial resolution in regions to the north 
and to the east of Kidney Island as suggested by members of the TRP. 
Excluding the Fox and East Rivers, this improvement increased the total num- 
ber of cells by 44  percent. The grid's finest resolution was placed within the 
critical zone encompassing the Fox River mouth where significant mixing of 
the Fox River discharge and the bay water occurs. Cells in this area measure 
approximately 45 ft by 125 ft in the east-west and north-south directions, 
respectively. 

Measured water surface level and water velocity time series data were used 
in calibrating and validating the hydrodynamic model. Parametric and non- 
parametric statistical tests, comparing model-generated to measured time series 
data, were perfosmed to quantify model accuracy. Furthermore, the model was 
calibrated and validated over multi-week periods, during which the lower bay 
experienced a variety of conditions, reflecting both calm and stosm events 
typically encountered in summer. 

The hydrodynamic model was calibrated over a 14-day period in June 1984 
with time series data collected at one water surface elevation gauge station and 
four cunent meter stations. During this period, Green Bay experienced two 
relatively high wind events, with one event inducing a maximum range of 
water level fluctuations of 1.6 ft, or 2.5 times greater than the mean fluctuation 
for this area. Model validation was performed over a 21-day period in July 
1984. Data used in this procedure consisted of time series of water surface 
elevations collected at one gauge and water velocities collected with four cur- 
rent meters. (Of the four cursent meters, only two meters were in continuous 
operation over the validation period and the remaining two were operational 
approximately 50 percent of the time.) Two significant seiche events were 
recorded during the validation period. 

The water quality model was calibrated with data fsom a 36-day period 
during July and August 1983. Grab sample data collected in the Fox River 
and throughout lower Green Bay and records from continuous DO monitoring 
stations located along the Fox River were used for calibration comparisons. 
These data were supplied by the WDNR, and had been used in their waste- 
load allocation study. Model output was compared lo observed data in time 
series, transect, and scatter plots. At the beginning of the calibration period, a 
sustained DO sag was recorded by the continuous DO monitors along the 
lower Fox River but not in Green Bay. Although this period expenienced 
higher waste loadings than the latter past of the calibration period, oxygen 
uptake associated with the waste loads was insufficient to cause the sag. To 
capture this sag, the algal production rate was lowered for the first 10 days of 
the calibration period in the Fox River only. The justification for this action 
was that algal production can decrease as light attenuation increases during 
pesiods of high turbidity associated with rainfall runoff. 

A series of test simulations or scenarios were perfonmed to assess possible 
water quality impacts resulting from the CDF expansion. This assessment was 
made by comparing simula~ed spatial and temporal variations in dissolved 
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oxygen and conse~vative tracer concentrations. Two simulations were con- 
ducted for each scenario; one simulation depicts the lower bay with the 
existing Kidney Island configuration, whereas the second siniulation portrays 
the lower bay with the proposed configuration. 

In constructing the scenario tests, lake levels, river flow rates, and seiche 
actiodwind events were treated as ilidepen~dent variables. A slatislical arralysis 
was conducted to determine the range of values that are representative of these 
variables. Furthermore, three values were selected for each variable. One 
value represents the average condition, whereas the remaining two values 
represent high and low conditions. A series of tests were constructed by inter- 
changing the values assigned to each independent variable. Thus, a given test 
portrays a pa~ticular hydrodynarnic/hydrologic condition or event. Evaluation 
of ranges of conditions provides a broad spectrum of plausible events to accu- 
rately evaluate water quality impacts incurred by expanding Kidney Island and 
increases the reliability of conclusions drawn. Of the 27 possible permutations 
of conditions (i.e., windfseiche, river flow, and lake level), 10 conditions were 
selected for scenario testing. These 10 conditions should sufficiently bracket 
the range of expected conditions and corresponding impacts. 

To analyze hydrodynamic impacts imposed by expanding Kidney Island, 
several transects were placed within the study area. Flow across these tran- 
sects was used to define the distribution of flow adjacent to the study area. 
Time series of flow rates were computed for each scenario. Averaged flows 
for each transect were computed for each scenario and pre- and post-expansion 
flow rates were compared to quantify changes in culrent patterns. Six tran- 
sects were placed to form a "closed box" around the critical zone located at the 
confluence of the Fox River and the bay in order to quantify changes in flow 
distribution resulting from the expansion. 

Comparing flows computed with pre- and post-expansion conditions, the 
expansion resulted in a slight decrease in flows at the transect extending from 
the CDF to Grassy Island. This decrease in flow is attributed to the CDF 
expansion reducing the conveyance through this transect. The average 
decrease in flow is equal to 3.8 percent of the net river flow. As a 
consequence of reducing the flow across this transect, increased flows were 
simulated across the remaining transects situated in the bay. (A negligible 
change in flows was found at the transect measuring Fox River discharges.) 

The greatest increase in net flows exists in the critical zone through the 
channel. The average net flow through the channel increased by a proportion 
equal to 2.8 percent of the net river flow. The average flow entering Peats 
Lake increased by a proportion equal to 0.7 percent of the net river flow, 
whereas northerly flow in the vicinity of Grassy Island was increased by 
0.9 percent of the net river flow. The net flow between the south shore of the 
bay and the CDF increased 0.9 percent of the net river flow. 

Results from the WQM scenarios were analyzed to detelmine the temporal 
and spatial impacts of expansion upon water quality. Analysis of differences 
in average DO and average tracer concentrations between existing island and 
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expanded island conditions, for all 10 scenarios, indicated that the impacts of 
expansion were in the immediate vicinity of Kidney Island (mostly north of the 
island). The locations of the largest decreases in average DO in nine of the 
ten scenarios were in cells along the boundary of the expanded CDF. These 
cells experienced the largest changes in circulation between pre- and 
post-expansion conditions. Conditions near the island boundary are displaced 
northward to what was open water prior to expansion. Thus, comparisons of 
pre-and post-expansion conditions show differences along the post-expansion 
boundary. 

Time series plots revealed that water quality was very similar at all loca- 
tions, for all scenarios, for existing and plan conditions. Decreases in DO 
(from existing to plan conditions) were very short-term and were generally the 
result of slight time-phase shifts (from existing to plan) in DO during periods 
when DO was changing. These phase shifts resulted from slight changes in 
circulation around the island. Additionally, the boundary displacement effect 
discussed in the previous paragraph caused some of the differences noz-th of 
the island. At stations removed from Kidney Island, there were only slight 
(practically imperceptible) differences between pre- and post-expansion DO, 
CBOD,, and tracer concentrations. The expansion had no detectible impact on 
the water quality in Peats Lake for all scenarios. 

Examination of tracer results revealed that a considerable portion of the Fox 
River waste loads pass between Kidney Island and the south shore of the bay. 
Thus, it is reasonable to expect that water quality conditions can be more 
degraded in this area for both pre- and post-expansion conditions, although the 
expansion does force slightly more flow (possibly increasing the flushing rate) 
between the island and the shore. The expansion does not degrade water qual- 
ity from existing conditions in the area between the island and the south shore. 

Using the maximum waste-load allocations, the water quality model indi- 
cated that there can be violations in the minimum DO standard of 5.0 m g b  for 
short periods of time for both the existing and plan conditions. Most viola- 
tions were just below 5.0 mg/L and their locations were similar for existing 
and plan conditions for all scenarios. In seven of the ten scenarios, the cells 
that had the most violations after the expansion were either adjacent to or the 
same cell that had the most violations prior to expansion. In all scenarios, 
expansion only slightly changed the number of violations. Expansion did not 
degrade the DO in the Fox River mouth, which is a critical region for the pure- 
pose of waste-load allocations. A statistical analysis indicated h a t  there was 
no significant difference in pre- and post-expansion DO violations for four of 
the five types of DO violation compa~isons conducted. 

Data collection and analysis in support of this modeling study were not 
within the scope of work set forth at the beginning of the study. However, at 
the last TRP meeting, a suggestion was made to collect some data in the vicin- 
ity of Kidney Island to determine the existing conditions around the island. 
During August 1992, DO measurements were made at five locations in the 
vicinity of Kidney Island. The DO was measured 1 ft below the surface and 
1 ft above the bottom at each station three times daily for five days. The data, 
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along with a brief discussion, are in Appendix E. These data indicate that the 
DO in waters immediately adjacent to the north face of Kidney Island is lower 
than the DO in waters further out. These data support the model results of this 
study, which indicate that DO is lower near the Kidney Island boundary and 
that there is a gradient of increasing DO from the island boundary toward the 
north (i.e., bayward). 

In summary, the WQM indicates that the planned CDF expansion should 
not adversely impact water quality conditions (e.g., DO). The only substantial 
differences in water quality (between pre- and post-expansion conditions) are 
in the immediate vicinity of Kidney Island, with the greatest decreases in DO 
usually along the north face of the island. Differences are due to changes in 
circulation around the island resulting from the CDF's retaining wall being 
extended into open water. 

Potential changes in sediment resuspension patterns resulting from the CDF 
expansion were investigated. A qualitative assessment was made to delineate 
those areas in the lower bay that can be expected to experience an increase in 
bottom shear stress, the process controlling resuspension of sediment. Because 
cohesive sediment deposition patterns give an indication of sediment-adsorbed 
nutrient concentrations, this approach provides insight into the potential distri- 
bution of this material. The modeling algorithm used in this task is based on 
the concepts developed by Bijker, which estimate an effective bottom shear 
stress accounting for the combined effects of short wave orbital velocities and 
currents. 

Local wind wave conditions were used for approximating the short wave 
effects in the lower bay. Significant wave height and period were estimated 
for fetch-limited and shallow-water conditions, and the maximum sustained 
wind speed and direction measured during the summer of 1984 were used to 
depict wind conditions. Root-tnean-square water velocities were used to esti- 
mate current speeds. 

The above algorithm was applied to each of the 10 scenarios previously 
discussed. Test results show that changes in sediment resuspension potential 
are limited to areas in the immediate vicinity of Kidney Island. An increase in 
resuspension potential is noted to the north of the expansion, whereas a reduc- 
tion was found to the east and west of the expanded island. The increase in 
resuspension potential to the north of Kidney Island is attributed to the 
increased flow passing through this area. The decrease in resuspension poten- 
tial to the west and east of the island is attributed to a sheltering effect caused 
by expanding the island. In all areas, changes in sediment resuspension poten- 
tial are generally small, ranging from 0.5 to 1.0 percent. It is therefore 
concluded that the expansion will have a negligible effect on sediment resus- 
pension within the lower bay. 
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Appendix A 
Charter of the Technica 
Review Pane 

Lower Green Bay Hydrodynamic and Water 
Quality Model to Evaluate Expansion of Kidney 
Island 

I.  As set forth in Scope-of-Work, 1,ower Green Bay Hydrodynamic and Water 
Quality Model (o Evaluate Expansion of Kidney Island, date 10 October 1990, 
a Technical Review Panel (TRP) is being established for the purpose of pro- 
viding expert review and guidance on model development and application. 
The U.S. Anny Engineer Watenvays Experiment Station (WES) will conduct a 
model study to evaluate the impact of a proposed expansion of an existing 
Confined Disposal Facility on water quality within lower Green Bay. The 
TRP will provide technical oversight, review, and guidance for this study 
effort. 

11. The TRP will function in a technical advisory capacity and will be respon- 
sible for a) providing technical review and guidance concerning work program 
execution and results, b) review of interim documents as work proceeds, and 
C) providing written comments following meetings and in response to request 
for review of interim study documents. A senior member of the WES staff 
will be the facilitator for the TRP, which will operate by consensus. Every 
attempt shall be nlade to respond to issues and concerns raised by TRP 
members; however, unanimity from all members will not be required. All 
unresolved issues and differences of opinion are to be documented. 

111. Four meetings of the TRP are proposed during the course of the study as 
follows: 

1) Project initiation meeting to review and provide guidance on the study 
approach and n~ethodology. 

2) First progress meeting to review sludy progress and to adjust study 
approach and ~nethodology if necessary. 

3) Second progress meeting to review study progress and results to date and 
to provide direction for study completion. 

4) Final report meeting to achieve consensus on study results. 
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Meetings will be scheduled in advance at locations to facilitate travel 
(accessibility and reduced costs) for all members. The TRP may add or delete 
meetings as necessary as the study progresses. 
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Appendix B 
Water Qua ity Mode Kinetic 
Formu 

Algae 

The Green Bay model contains one form of algae, blue-green. Blue-green 
algae are the predominant form of algae during the summer (Patterson 1985),' 
the period selected for model calibration and scenario evaluations. Sources 
and sinks of algae are: 

Sources 
Growth (production) 

Sinks 
Settling 
Basal metabolism (e.g., respiration) 
Predation 

The last two sinks of algae are temporarily grouped here under the heading 
mortality. The governing equation for algal biomass is: 

where 

B = biomass of algae, expressed as carbon (gm C m-3) 

t = time (day) 

P,,, = rate constant for production of algae (day-') 

See References at the end of the main text. 
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M = rate constant for mortality of algae (day-') 

W,,, = settling velocity of algae (m day1) 

H = water depth (m) 

Production by phytopldton is detemined by the availability of nutrients, 
by the intensity of light, and by the ambient temperature. The effects of each 
are considered to be multiplica~ve: 

where 

P,, = production rate under optimal conditions (day-') 

f(N) = effect of suboptimal nutrient concentration (0 2 f (N) 5 1) 

f(%) = effect of suboptimal illumination (0 5 f ( 9  5 1) 

AT) = effect of suboptimal temperature (0 5 f (a) 2 1) 

Garbon, nitrogen, and phosphorus are the primary nutrients required for 
algal growth. Carbon is usually available in excess and is not considered. The 
effects of nutrients on growth are described by the formulation commonly 
refemd to as "Monod kinetics" (Monod 1949) in which growth is dependent 
upon nutdent availability at low nutrient concentrations but independent of 
nutrients at high concentrations. Liebig's "law of the minimum" is invoked so 
that growth Is determined by the nutrient in least supply: 

where 

NH, = ammonium concentration, as nitmgen (gm N m - 3  

NOg = nitrate plus nitrite concentration, as nitmgen (gm N m - 3  

K,,, = half-saturation concentration for nitrogen uptake (gm N m - 3  
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f(N) = minimum 
Khn ' 1Vh + NOg 

PO4 



PO4 = dissolved phosphate concentration. as phosphorus (grn P m-3) 

K,,p = half-saturation concentration for phosphoms uptake (gm P m-3) 

Some blue-green algae, notably the bloom-forming genus Anabaetza, are capa- 
ble of fixing atmospheric nitrogen. The nitrogen limitation expressed in Equa- 
tion 3 does not apply to nitrogen fixers. 

Algal production increases as a function of light intensity until an optimal 
intensity is reached. Beyond the optimal intensity, production declines as 
intensity increases. Steele's equation (DiToro, O'Connor, and Thomann 1971) 
describes this phenomenon: 

where 

I  = illumination rate (langley day-') 

Is  = optimal illumination rate (langley day-') 

Steele's equation describes the effect of light intensity upon algae at a specific 
point. Light intensity is not uniform throughout a body of water, but instead 
decreases exponentially with increasing depth according to 

where 

I ,  = illumination at water surface (langley day-') 

h = light attenuation coefficient (m-') 

z = depth (m) 

Steele's equation is for the instantaneous light limitation and must be 
integrated over a period of time for model use. In this study, Steele's equation 
is integrated over the p r iod  of a day. Substituting Equation 5 into Equation 4 
and integrating with respect to depth (for depth averaging) and time yields 
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and where 

fdq = fractional daylength, i.e., length of day with sunlight, 
(0 sfdq L 1) 

Now all light intensity variables of Equation 6 are daily average values. 
Optimal illumination Is for photosynthesis depends on algal taxonomy, 
duration of exposure, temperature, nutritional status, and previous acclimation. 
Variations in optimal illumination are largely due to adaptations by algae 
intended to maximize production in a variable environment. Steele and 
Menzel (1962) noted the result of adaptations is that optimal illumination is a 
consistent fraction (- 50%) of daily illumination. Kremer and Nixon (1978) 
reported an analogous finding that maximum algal production occurs at a 
constant depth (- 1 m) in the water column. Their approach is adopted here 
so that optimal illumination is expressed 

where 

I, = time-weighted average daily illumination (langley day-') 

zap, = depth of maximum algal production (m) 

A minimum I, is specified for optimal illumination so that algae do not thrive 
at extremely low light levels. The time required for algae to adapt to changes 
in illumination is recognized by computing I ,  based on a time-weighted 
average of daily illumination, i.e., 

where 

II = daily illumination one day preceding model day (langley day-') 

l2 = daily illumination two days preceding model day (langley day-') 
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Light attenuation is the sum of two forms: non-algal light attenuation (A,,) 
and algal self shading (A,,). The non-algal form of light attenuation is the 
light attenuation due to water color and suspended solids. Often the effluent 
from a wastewater discharge is high in color or suspended solids and exerts a 
carbonaceous biochemical oxygen demand (CBOD). Therefore non-algal shad- 
ing is expressed as a function of CBOD in regions containing point source 
discharges as follows: 

h,,, = 0.8 + 0.02(CBODL + CBODR) 039) 

Equation 9, which relates non-algal shading to CBOD, was developed from 
observed secchi depths and model CBOD values. In other regions, such as the 
upper Fox River and open bays, non-algal shading is set to a constant value. 

Algal self-shading is the light attenuation resulting from light adsorption by 
chlorophyll. It is expressed as a function of algal biomass. 

where 

Kcill = light attenuation coefficienl 
for chlorophyll (m2/ gm chl) 

A,, = algal carbon to chlorophyll 
ratio (gm C/ gm cN) 

Algal production is temperabre (T) dependent. 
The influence of temperature upon algal growth can 
be represented by the function shown in Figure B 1. 
Optimum growth occurs for a limited temperature 
range. Growth diminishes for temperatures above 
and below that range. The mathematical representa- 
tion of Figure I (Thorton and Lessem 1978) is 
expressed as Figure B1. Rate multipliers for algal 

growth 
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where 

Maximum growth rates are multiplied by Equation I I to determine the growth 
rate at a specific temperature. Values for T1 through T4, temperature 
parameters ("C), along with values for the rate multiplier parameters K1 
through K4 are user specified. The values of K2 and K3 are set equal to 0.98. 
T is the local water temperature. 

Mortality 

Mortality of phytoplankton results from basal metabolism and predation, or 

where 

BM = basal metabolic rate of algae (day-') 

PR = predation rate on algae (day-') 

As employed here, basal metabolism is the sum of all internal processes 
that decrease algal biomass. A portion of the metabolism is respiration and 
may be viewed as a reversal of production. In respiration, carbon and nutri- 
ents are returned to the environment accompanied by the consumption of 
dissolved oxygen (DO). A second internal sink of biomass is excretion 
(exudation), which is modeled as a return of CBOD to the water column. 

Respiration cannot proceed in the absence of DO. Basal metabolism cannot 
decrease in proportion to decreasing oxygen, however, or algae would 
approach immortality under anoxic conditions. To solve this dilemma, basal 
metabolism is considered to be independent of DO, but the distribution of 
metabolism between respiration and excretion is DO-dependent. When oxygen 
is freely available, respiration is a large fraction of the total. W e n  oxygen is 
restricted, excretion becomes dominant. 
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BM is commonly considered to be an exponentially increasing function of 
temperature: 

where 

BMref = metabolic rate of algae at Tref (day-') 

Kbl = effect of temperature on algae metabolism (oc') 

Tref = reference temperature for algae metabolism ( O C )  

The PR is identical to basal metabolism, or 

where 

PRref= predation rate on algae at Tref (day-') 

The difference in predation and basal metabolism lies in the distribution of the 
end produces of these processes. 

Effect of algae on nitrogen 

Algae take up NH4 and NO3 during production and release NH4 and 
organic nitrogen through mortality. No attempt is made to model the prefer- 
ence of algae for either NO3 or NH4. Instead, algal uptake of nitrogen is parti- 
tioned in proportion to the concentrations of NO3 and N h  according to 

where 

Pa = algal preference for NH4 (0 5 Pa 5 1) 

Algal biomass is expressed in units of carbon. Algal uptake and release of 
nitrogen are quantified through a proportionality constant that represents the 
average ratio of nitrogen to carbon in algal biomass. As with algal uptake, the 
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preference of algal nitrogen through mortality is represented by distribution 
coefficients. The effects of algae on the nitrogen state variables are expressed 
as 

aNM, 
- = BM Fin A,, B + PR Fpin A,, B - Pa PGRO A,, B (Bl6) 

at 

a N 0 3  
= - ( I  -Pa) PGRO A,,, B 

at 

"ON = BM Fon A,, B + PR Fpon A,, B a t 

where 

A,, = nitrogen-to-carbon ratio of algae (gm N / gm C) 

Fin = fraction of inorganic nitrogen produced by metabolism 
(0 I Fin L 1) 

Fon = fraction of organic nitrogen produced by metabolism (0 ( I;,, ( 1) 

Fpin = fraction of inorganic nitrogen produded by predation 
(0 5 'pin S. 1) 

Fpon = fraction of organic nitrogen produced by predation (0 ( Fpo, ( I)  

TON = concentration of total organic nitrogen (gm N m-3) 

The sums of the metabolism fractions and the predation fractions must each 
equal unity. 

EPFeet of algae on phosphorus 

Algae utilize PO4 during production and release PO4 and organic 
phosphorus through mortality. Since the total phosphate state variable includes 
both intra- and extracellular PO4, no explicit representation of eke effect of 
algae on PO4 is necessary. Distribution of total phosphate is determined by 
partition coefficients as detailed in the "Phosphorus" section. The equations 
that express the effects of algae on organic phosphorus closely follow the 
equations for nitrogen 
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dTOP 
= BM Fop A,, B + PR F,, A,, B 

at 

where 

A,, = phosphorus-to-carbon ratio of algae (grn P / gm C) 

Fop = fraction of organic phosphorus produced by metabolism 
(0 16 Fop 5 1) 

Fp0, = fraction of organic phosphorus produced by predation 
(0 5 F,,, 5 1) 

TOP = concentration of total organic phosphorus (gm P m-3) 

The sums of the metabolism and respiration fractions must equal unity. 

Effect of algae on dissoiwed oxygen 

Algae produce oxygen during photosynthesis and consume oxygen through 
respiration. The quantity produced depends on the form of nitrogen taken up. 
Since oxygen is released in the reduction of NO3, more oxygen is produced 
per unit of carbon fixed when NO3 is the algal nitrogen source than when NH4 
is the algal nitrogen source. Equations describing algal uptake of carbon and 
nitrogen and production of DO are (Morel 1983): 

--> protoplasm + 106 O2 + 15 H+ 

+ 17 H+ --> protoplasm + 138 O2 (B21) 

From the above equations, it is evident that when NH4 is the nitrogen source, 
1 mole of oxygen is produced per mole of carbon dioxide fixed. When NO3 is 
the nitrogen source, 1.3 moles of oxygen are produced per mole of carbon 
dioxide fixed. When both NO3 and NH4 are present, the moles of oxygen 
produced by photosynthesis vary linearly between 1 and 1.3 in relation to the 
algal preference for NH,. This variation is modeled as (1.3 - 0.3 Pa). 
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The equation that describes the effect of algae upon DO in the model is 

where 

Ad,, = dissolved oxygen-to-carbon ratio of algae (gm O2 / gm C )  

Khr = oxygen half-saturation concentration for respiration (gm Q2 m-3) 

Effect of algae on CBOD 

Mgal predationldeaeh causes a release of organic carbon that can exert an 
oxygen demand. This oxygen demand is expressed as CBOD. Excretion (i.e., 
that portion of algal metabolism that does not exert a direct oxygen demand, as 
respiration does, contributes to CBOD. The effect of algae on CBOD is 
expressed as 

The other sources and sinks of GBOD are not shown in Equation 23, but will 
be added in the section on GBOD below. Additionally, Equation 23 does not 
distinguish between labile and refractory CBOD, but this distinction will be 
shown in the latter section. 

Nitrogen 

The following processes affect nitrogen in this model: algal production, 
metabolism, and predation; mineralization of organic nitrogen to ammonium; 
settling; nitrification; and denitrification. Effects on nitrogen resulting from 
algal production, metabolism, and predation have already been detailed. 
Descriptions of mineralization, nitrification, denitrification, and settling follow. 

Mineralization 

For purposes of this model, mineralization is defined as the process by 
which total organic nitrogen (TON) is converted to NH4. Conversion of TON 
to NH4 proceeds through the sequence of hydrolysis and mineralization. The 
formulation for mineralization is based on the following assumptions: (a) rate 
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of mineralization is proportional to available substrate; (b) rate of 
mineralization is proportional to algal biomass; and (c) mineralization is 
accelerated when inorganic nitrogen is insufficient to supply algal demand. 

Assumption (a) states that mineralization cannot proceed in the absence of 
TON. The assumption is in agreement with first-order kinetics that are used 
here. Assumption (b) recognizes that nitrogen tmmsfom~ation rates are influ- 
enced by the biomass of heterotrophic organisms that mediate the transfor- 
mations. While bacteria and zooplankton are not quantified in the model, 
obsewations in numerous systems (Bird and Kalff 1984; Cole, Findlay, and 
Pace 1988) indicate their biomass is proportional to algal biomass. Conse- 
quently, algal biomass is m indicator of heterotrophic biomass and the relation 
of nitrogen lransfomations to algal biomass is appropriate. Assumption (c) is 
based largely on the analogy to phosphorus mineralization for which the 
rationale will be clearly stated. The assumption is partially justified, however, 
by noting that algae can supply their nitrogen needs through the utilization of 
urea and amino acids (Palenik and Morel 1990), compounds that are classified 
as a dissolved f o m  of TON in the model system. Panons, Takanasi, and 
Hargrave (1984) indicate that urea is utilized after NH4 is exhausted and amino 
acids are utilized after inorganic nitrogen and urea are exhausted. Formulation 
of the mineralization rate, consistent with these assumptions, is 

where 

KInin = mineralization rate of TON (day1) 

1 Kdn,,, = minimum mineralization rate of TON (day- ) 

Kdnulg = constant that relates mineralization of TON to algal biomass 
(m3 / gm C day-') 

Mineralization rates are temperature-dependent. Changes in these rates due to 
temperature are indicated by 

where 

f(T) = temperature co~rection term for rates, dimensionless 

K,,,(T) = mineralization rate at temperature T (day-') 
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~ ~ ~ ~ ( 2 0 ~ ~ )  = mineralization rate at 20°c (day-') 

8 = dimensionless temperature correction factor 

Mitrifleation 

Nitrification is a process mediated by specialized groups of autotrophic 
bacteria that obtain energy through the oxidation of ammonium to nitrite and 
oxidation of nitrite to nitrate. A simplified expression for complete nitrifica- 
tion is 

Equation B24 indicates that 2 moles of oxygen are required to nitrify one mole 
of ammonium into nitrate. This simplified equation is not strictly true, 
however. Cell synthesis by nitrifying bacteria is accomplished by the fixation 
of carbon dioxide so that less than 2 moles of oxygen are consumed per mole 
of ammonium utilized (Wezernak and Gannon 1968). Nitrification is modeled 
as a complete Monod function rather than first order kinetics. At low concen- 
trations of NH4, the Monod kinetics approach first order kinetics. The Monod 
function depends on temperature and the amount of available ammonium and 
dissolved oxygen according to 

where 

NR = nitrification rate (g N m-3 day-') 

NR,, = maximum nitrification rate at optimal temperature 
(gm N m-3 day-') 

Khnd = half-saturation concentration of DO required for nitrification 
(gm o2 "-3) 

Khnn = half-saturation concentration of NHq required for nitrification 
(gm N m-3) 

The effect of temperature is given by Equation 25, with appropriate changes in 
notation and the value for 9. The effect of nitrification on ammonium is 
expressed as 
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Thus, the effect of nitrification on nitrate is expressed as 

The effect of nitrification on dissolved oxygen is expressed as 

where 

And = mass DO consumed per mass NH,-N nitrified (gm O2 / gm N )  

Denitrification 

Denitrification is a process in which bacteria use NO3 instead of O2 while 
they utilize organics (i.e., CBOD). NO3 is converted to N2 in this process. 
The effects of denitrification in the water column are negligible except during 
periods of very low DO and depend on the availability of nitrate. At low DO 
levels, the bacteria stop using O2 and begin using NO3 (Thomann and 
Fitzpatrick 1982). Denitrification can also occur in bottom sediments. As 
nitrate in the sediments is reduced, nitrate in the overlying water column can 
diffuse into the sediments, Therefore, denitrification is modeled as an NO3 
sink for the water column and sediments. Water column denitrification is 
modeled as 

where 

DEN = water column denitrification rate (gm N m-3 day") 

A,, = mass of nitrate nitrogen consumed per mass of CBOD (as oxygen) 
removed by denitrification (gm N / gm 02) 
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Kdenir = deniMfication rate at 20°c (day-') 

Kodn = half-saturation concentration of DO for denitrification 
(gm 0, m-3) 

Kndn = half-saturation concentration of nitrate for denitrification 
(m N m-3) 

Water column denitrification results in a decrease in CBOD due to the 
decrease in organics. The change in CBOD resulting from water column deni- 
trification is 

a c B o D  - - - DEN - 
An0 

The removal of nitrate from the water column as a result of bottom sedi- 
ment denitrification is modeled as a mass transfer process where nitrate is 
transferred from the water column to the sediments according to 

Ksdn SDEN = ___ NO, 
N 

where 

SDEN = nitrate removal rate through sediment denitrification 
(gm N m-3 day") 

Ksdn = water column-to-sediment mass transfer rate for nitrate 
(m day-') 

Equation 33 actually represents the diffusion of nitrate into the sediments 
where the water column concentration is much higher than the sediment con- 
centration of nitrate; thus, the mass transfer rate is multiplied by the nitrate 
gradient, which is simply the water concentration. Equation 33 must be 
divided by water depth for proper representation. 

Settling 

TON represents both dissolved and particulate forms of organic nitrogen. 
No differentiation between these forms is made in this model, but settling of 
the particulate form is accomplished by allowing a fraction of the TOW to 
settle. This fraction is not specified explicitly, rather i t  is reflected through the 
value selected for the settling velocity. Removal of TON by settling is 
modeled as 
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aTON - - - w s n  - TON 
at H 

where 

W,, = effective settling velocity of TON (m day-') 

Summary of nitrogen equations 

The equations for NH4-N, TON, and NO3-N are written by summing all previ- 
ously described sources and sinks: 

aNH4 
= BM Fin A,,, B + PR Fpin A,, B - Pa PCRO Anc B 

at 0335) 

+ Gin f ( ~ )  TON - NR 

a T o N  
= B M F o n A n c  B + PR Fp,,An,B - K m i n f ( ~ )  TON 

at 
0336) 

- wsn TON 
H 

a ~ o ,  
= -(l -pa) PGRO A,l, B - DEN + NR - SDEN 

at 

Phosphorus 

Processes in the phosphorus system are largely analogous to the nitrogen 
system. Phosphorus sources and sinks include algal production, metabolism, 
and predation; mineralization of organic phosphorus; settling; and sediment 
release. Effects on phosphorus of algal production, metabolism, and predation 
have already been detailed. Descriptions of mineralization, settling, and sedi- 
ment release follow. 
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Mineralization 

Analogous to nitrogen, mineralization is defined as the process by which 
TOP is converted to PO4. Conversion of TOP to PO4 proceeds through the 
sequence of hydrolysis and mineralization. The formulation for mineralization 
is based on the three assumptions detailed for nitrogen. 

A brief review of mineralization of TOP clarifies the representations of 
mineralization employed in the model. Although zooplankton excretion is of 
fundamental importance in phosphorus recycling, a second pathway for miner- 
alization is through the release of nucleotidase and phosphatase enzymes by 
bacteria (Ammerman and Azam 1985, Chrost and Overbeck 1987) and algae 
(Matavulj and Flint 1987, Chrost and Overbeck 1987, Boni et al. 1989). Since 
the algae themselves release the enzyme and since zooplankton and bacterial 
abundance are related to algal biomass, the TOP mineralization rate may be 
rationally related to algal biomass. A most remarkable property of the enzyme 
process is that alkaline phosphatase activity is inversely proportional to 
ambient PO4 concentration (Chrost and Overbeck 1987, Boni et al. 1989). Put 
in different terms, when PO4 is scarce, algae stimulate production of an 
enzyme that mineralizes TOP to PO4. Simulation of this process in the model 
is obtained by relating mineralization to the algal phosphorus nutrient limita- 
tion. By this relationship, mineralization is highest when algae are strongly 
phosphorus-limited and is relatively low when no limitation occurs. 

The expression for the mineralization rate is 

where 

Kpmin = mineralization rate of TOP (day-') 

Kdpmn = minimum mineralization rate of TOP (day-') 

Kdpalg = constant that relates TOP mineralization rate to algal biomass 
(m3 / gm C day-') 

The mineralization rate is a function of temperature as expressed by Equa- 
tion 25 with appropriate changes in notation. 

Phosphate partitioning 

One fraction of total phosphorus in the water column is phosphorus incor- 
porated in algal biomass. This fraction is computed in the model as the 
product of algal biomass and Apc7 the phosphorus-to-carbon ratio. In the 
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environment, algae adjust their phosphorus content in response to external 
conditions. Algal phosphorus content is high when extemal phosphorus is 
abundant and phosphorus content is low when phosphorus is scarce. The 
adaptation of algae to their environment indicates Apc should be a variable in 
the model. Treatment of Apc as a variable, however, complicates specifications 
and computation of phosphorus kinetics. The complication is avoided if intra- 
cellular and extracellular phosphorus are treated and t rmspaed as a single 
state variable. Intracellular and extracellular concentrations are determined by 
equilibrium partitioning of their sum. 

The phosphorus-to-carbon ratio can be calculated by an empirical function 
(Cerco and Cole 1992) 

where 

pcl = parameter that determines maximum algal phosphorus-to-carbon 
ratio (gm C / gm P) 

pc2 = parameter that determines minimum algal phosphorus to carbon 
ratio (gm C / gm P) 

pc3 = parameter that expresses the effect of PO4 on algal phosphorus to 
carbon ratio (m3 / gm P) 

Meaning is assigned to the parameters in Equation 39 by examining limiting 
cases. When dissolved PO4 is available in excess, Ape l/pcl, the maximum 
phosphorus-to-carbon ratio. When dissolved PO4 is scarce, Ape - ll(pcl + 
pc2), the minimum phosphorus-to-carbon ratio. Parameter pc3 determines the 
PO4 range over which limiting values of Ape are attained. 

Settling and sediment release 

The PO4 incorporated in algal biomass settles at the same rate as the algae. 
A portion of the TOP is particulate and is also allowed to settle. 

A constant, zero-order sediment release rate is implemented to account for 
the PO4 that may diffuse or be resuspended from the sediments to the water 
column. 

Summary of phosphorus equations 

The PO4 balance is written by summing the previously described sources 
and sinks. 
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where 

SED, = =sediment release rate of PO4 (g P m-2 day-') 

Algd uptake and release of PO4 represenB an exchange of PO4 fractions 
rather than a source or sink of PO4. Consequently, no algal source or sink 
terns are hcluded in the PO4 kinetics equation. 

The equation for TOP is written as 

aToP 
= BM Fop APc B + PR Fp, Apc B - Kpmi,, f (T) TOP 

0341) 
- w s ~ o ~  TOP 

M 

where 

WspV = effective settling velocity for TOP (m day-') 

CBOD is fractioned into two variables, labile (fast) and refractory (slow) 
biodegradation. Terms are included for removal of CBOD by biological 
activity (i.e., biodegradation), settling, and denitrification. Algal predation 
(i.e., mortality) is a source of labile and refractory CBOD. During periods of 
low DO, algal excretion contributes to labile CBOD to be exerted as an oxygen 
demand upon DO recovery. AdditionaHy, sediment oxygen demand (SOD) 
contributes to labile GBOD if the water column DO is low. All of these pro- 
cesses have been discussed previously, except for biodegradation and SOD. 

Biodegradation of CBOD 

First-order labile and refractory biodegradation, modified by DO-dependent 
Monod functions, are modelled as 
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where 

DECAYL = labile CBOD decay (gm Q2 m-3 day-')100100 

DECAYR = refractory CBOD decay (gm Q2 m-3 day-') 

CBOD, = ultimate labile CBOD (gm Q2 m-3) 

CBOD, = ultimate refractory CBOD (gm Q2 m-') 

K I L  = aerobic labile CBOD decay rate at 20°C (day-') 

K I R  = aerobic refractory CBOD decay rate at 20°C (day-') 

KDo = oxygen half-saturation concentration required for aerobic 
CBOD decay (gm Q2 m-3) 

Temperature dependence in the above equations is according to Equation B25. 

SOD Source of CBOD 

Sediment diagenesis (i.e., decay and mineralization) occurs even when the 
water column DO is low. However, rather than exerting an oxygen demand in 
the absence of DO, other substances are reduced (such as iron, manganese, 
nitrate, sulfate) thus exerting a chemical oxygen demand (COD) (Lauria and 
Pimie 1986). The COD that is released during low DO conditions is added to 
the CBOD pool as follows: 

SEDcBm = SOD f (T) Ksco 

Ksco + DQ 

where 

SEDcaoo = sediment source of CBOD (gm O2 md day-') 

SOD = sediment oxygen demand (gm 0 mw3 day-') 

b(,,, = oxygen half-saturation concentration for SOD release of CBOD 
(gm O2 m-3) 
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Summary of. CBQD equations 

The sources and sinks of labile and refractory CBOD are summarized as 

\ ,  

Khr B - DEN 
+ Adcr BM 

K\,r + 00 
%EN - + SEDCBOD 

An0 

where 

Wcl = labile CBOD settling velocity (m day-') 

W,, = refractory CBOD settling velocity (m day-') 

aL = fraction of algal CBOD contribution that is labile 

c ~ ~ E ~  = fraction of CBOD decrease resulting from water column 
denitrification that is labile 

Both labile and refractory CBOD are computed as ultimate values. How- 
ever, measurements for CBOD are usually values at the end of five days. The 
conversions between ultimate and five-day labile and refractory CBOD are: 

where 

CBOQL5 = 5-day labile CBOD (gm O2 m-3) 

CBODR5 = 5-day refractory CBOD (gm O2 m-3) 
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Dissolved Oxygen 

Sources of DO in the water column include algal photosynthesis and 
atmospheric reaeration; sinks include algal respiration, nitrification, carbona- 
ceous biochemical oxygen demand, and sediment oxygen demand. Algal 
interactions and the effects of CBOD and nitrification were presented earlier. 
The effects of reaeration and sediment oxygen demand ase discussed below, 

The effect of reaeration is modeled as 

whese 

Kr = DO reaeration coefficient (m day-') 

3 DO, = dissolved oxygen saturation concentration (gm O2 m- ) 

The reaeration coefficient is calculated using the Q'Connor formulation (1983) 
for wind-driven gas transfer. This approach was selected since it is believed 
that reaeration is dominated by wind stress more so than bottom stress in lower 
Green Bay. Local wind speeds are used to compute K,.. 

Sediment Oxygen Demand 

SOD represents oxygen demand exerted by benthic sediments. The SOD 
rate coefficient is specified by the user as a flux. This rate is divided by the 
water depth in order to distribute the SOD throughout the water column. A 
Monod term is included, which accounts for the effect of DO concentrations 
on limiting SOD exertion on DO, Temperahre dependence is also included. 
The equation for SOD is 

SOD = 
DO Ksod 

DO + I(,, 
f (r) --jq? 

where 
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Ksd = sediment oxygen demand rate (gm O2 m-2 day-') 

Kh = oxygen half-saturation concentration for sediment oxygen demand 
exertion on DO (gm O2 m-3) 

Summav of DO souaca and sinks 

The complete kinetics for DO are: 

K r  - SOD + _ (DO, - DO) 
H 

Temperature 

There are several sources and sinks of heat that affect the overall heat 
balance and temperature of a water body. These can be described by 

where 

H, = net heat flux (W m-2) 

HS = net short-wave radiation 

HL = net long-wave radiation 

HE = heat loss due to evaporation 

HB = heat loss due to back radiation of water 

HC = heat loss due to conduction at water surface 
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The temperature change with respect to time is computed as 

where 

Cp = specific heat of water, .0486 W day ~ g - '  OC-' 

p = density of water, 1,000 Kg m-3 

Water temperature is calculated using the equilibrium temperature approach 
(Edinger, Duttweiler, and Geyer 1968), which accounts for the effects of sur- 
face heating and radiation. The equilibrium temperature TE is defined as the 
water temperature at which the net heat exchange HN is zero. Several of the 
terms on the right side of Equation 52 are functions of surface water tempera- 
ture, T. With + = 0 in Equation 52, substituting TE for T, and applying some 
linearization, the terms on the right side of Equation 52 can be solved 
iteratively for TE and a heat exchange coefficient KE. Therefore, the 
equilibrium temperature and heat exchange coefficient can be computed 
a priori from meteorological data without knowledge of the water temperature. 
Additionally, net short wave radiation is computed using cloud cover, site 
location, and time of year. This information is used for illumination in algal 
growth. 

The net heat transfer rate is computed as 

where 

KE = heat exchange coefficient (W m-2 OC-') 

TE and k;E are calculated using meteorological data (i.e., air temperature, dew- 
point temperature, cloud cover, and wind speed) independently from the simu- 
lation. Edinger, Brady, and Geyer (1974.) present a detailed explanation of the 
calculation of TE and KE. The water temperature on the right side of 
Equation 54 is treated explicitly, i.e., taken from the previous time-step. 

Heat sources from discharges, such as power plants, are computed as 
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where 

Hp = heat transfer rate from power plant discharge (W) 

Qp = discharge rate from power plant (m3 day-') 

AT = tempratasre difference between power plant discharge and ambient 
(intake) water ('6) 

Equation B55 must be divided by pCpV to convert to a rate of temperature 
change, where V is the volume of the computational cell where the power 
plant discharge enters. Combining Equations B54 and B55, Equation B53 
becomes 

Conservative Tracer 

A conservative tracer is included in the suite of variables simulated by the 
WQM. This tracer is used to check mass conservation and study transport. It 
can also be used to simulate the transport of conservative substances found in 
the water column. The only loss for this conservative tracer is transport 
through the outer boundary of the model. 
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Appendix C 
Water Qua ity Mode Kinetic 
Notation and Units 

A ~ ( ,  Algal carbon-to-chlorophyll ratio (gm C / gm chl) 

A d ~ l -  Dissolved oxygen-to-carbon ratio of algae (gm O2 / gm C) 

A r ~ ~  Nitrogen-to-carbon ratio of algae (gm N / gm C) 

A,,, Mass DO consumed per mass ammonium nitrogen nitrified 
(gm 0, 1 gm N) 

A,,o Mass of nitrate nitrogen consumed per mass of CBOD (as 
oxygen) removed by denitrification (gm N / gm 02)  

Apt- Phosphorus-to-carbon ratio of algae (gm P / gm C) 

B Biomass of algae, as carbon (gm C m-3) 

BM Basal metabolic rate of algae (day-') 

B",.(y 

CBOD, 

CBOD,, 

C'BOD, 

CBODKS 

C,, 

DECA Y L  

D E C A  YR 

Metabolic rate of algae at reference temperature (day-') 

Ultimate labile CBOD (gm O2 m-3) 

Five-day labile CBOD (gm O2 m ~ ~ )  

Ultimate refractory CBOD (gm 0, m-3) 

Five-day refractory CBOD (gm 0, m-3) 

Specific heat of water (0.0486 watt day kg-' OC-') 

Labile CBOD decay (gm 0, m-3 dayw1) 

Relraclory CBOD decay (gm 0, m-' day-') 

Appendix C Water Quality Model Kinetic Notation and Units 



DEN 

DO 

DO, 

f d q  

f(1, 

f(N! 

Water column denitrification rate (gm N m-3 day -I) 

Dissolved oxygen (gm O2 m-3) 

Dissolved oxygen saturation concentration (grn O2 m-3) 

Fractional daylength (0 5 fdV < I) 

Effect of suboptimal illumination on algal production (0 5 f(1) 2 1) 

Effect of suboptimal nutrient concentration on algal production 
(0 5 f(N) 2 1) 

Effect of suboptimal temperature on algal production 
(0 5 f(T) ( 1). Also temperature correction term for other rates. 

Fraction of inorganic nitrogen produced by algal metabolism 
(0 5 Fin 5 1) 

Fraction of organic nitrogen produced by algal metabolism pool 
( 0 5  Fan 5 1) 

Fraction of organic phosphoms produced by algal metabolism 
( 0 5  F o p s  1) 

Fraction of inorganic nitrogen produced by algal predation 
(0 5 Fpin L 1) 

Fraction of organic nitrogen produced by algal predation 
(0 5 FPO,, 5 1) 

Fraction of organic phosphorus produced by algal predation 
(0 5 Fpo, 5 1) 

Water depth (in) 

Heat loss due to back radiation of water 

Heat loss due to conduction at water susface 

Heat loss due to evaporation 

Net long-wave radiation 

Net heat flux (W rn-2) 

Heat transfer rate from power plant discharge (W) 

Net short-wave radiation 
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Illumination rate (langley day-') 

Time-weighted average daily illunlination (langley day-') 

Daily illumination at water surface (langley day") 

Optirnal illumination rate (langley day-') 

Daily illumination one day preceding model day (langley day-') 

Daily illumination two days preceding model day (langley day-') 

Rate multiplier parameters in algal rate multiplier equation (day-') 

Et'fcct of temperature on metabolism of algae (OC-I) 

Light attenuation coefficient for chlorophyll (m2 / gm chl) 

Denit~ification rate at 20 'C (day-') 

Constant that relatcs TON mineralization ratc to algae biomass 
(111~ / g111 C day.') 

Minirnu~n ~nineralization ratc of TON (day-') 

Oxygcn half-saturation concentration required for aerobic CBOD 
decay (gm 0, m-3) 

Constant that relates TOP mineralization rate to algae biomass 
(m3 / g111 C day-') 

Minimum n~ineralization rate of TOP (day-') 

Heat exchange coefficient (W m-2 OC1) 

Oxygen half-saturation concentration for sediment oxygcn demand 
(gm 0, m-3) 

Nitrogen half-saturation concentration for nitrogen uptake by algae 
(gm N 111-~) 

Half-saturation concentration of DO required for nitrification 
( g n  o1 n1-3> 

Half-saturation concentration of NHq required for nitsification 
(gnl N ni3> 

Half-saturation concentration of phosphorus for uptake by algae 
(gm P m-3> 
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Oxygen half-saturation concentration for respiration (gm O2 m-3) 

Mineralization rate of TON (dayw1) 

Half-saturation concentration of nitrate for denitrification 
( g ~ n  N mw3) 

Half-saturation concentration of DO for denitrification 
(gni o2 mw3) 

Mineralization rate of TOP (day") 

DO reaeration coefficient (m day-') 

Oxygen half-saturation concentration for SOD release of CBOD 
(gnl Q2 mW3) 

Water colunln-to-sediment mass transfer rate for nitrate (m day-') 

Sediment oxygen demand rate (grn 0, m-' day-') 

Aerobic labile CBOD decay rate at 20 O C  (day-') 

Aerobic rei'ractory CBOD decay rate at 20 O C  (day.') 

Rate constant for mortality of algae (day-') 

Ammonium concentration, as nitrogen ( g ~ n  N mw3) 

Nitrate plus nitrite concentration, as~nitrogen (grn N m-3) 

Nitrification rate (gm N n-%ay") 

Nitrification rate under optimal temperature conditions 
(gnl N nY3 day-') 

Preference of algae for NH,, uptake (0 5 Pa 5 1) 

Parameter that detenines maxirnunn algal phosphorus-to-carbon 
ratio ( g ~ n  C / gm P) 

Parameter that detem~ines minimum algal phosphorus-lo-carbon 
ratio (gm C / gm P) 

Parameter that expresses effect of PO4 on algal phosphorus-to- 
carbon ratio (m3 / g n ~  P) 

Production rate of algae (day-') 

Production rate of algae under optimal conditions (day-') 
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PRWf 

Q!J 

SDEN 

SEDCBOD 

SED,, 

SOD 

TE 

TON 

TOP 

Total or dissolved phosphate concentration, as phosphorus 
(gm P m-3) 

Predation rate on algae (day-') 

Predation rate on algae at Trer (day-') 

Discharge rate from power plant (m3 day") 

Nitrate removal rate through sediment denitrification 
(gm N m-3 day-') 

Sediment source of CBOD (gm O2 m-3 day-') 

Sediment release rate of PO4 (g P m-2 day-') 

Sediment oxygen demand (gm 0 m-3 day-') 

Water temperature (CO) 

Temperature parameters in algal rate multiplier equation (OC) 

Time (day) 

Equilibrium temperature ('C) 

Total organic nitrogen concentration (gm N m-') 

Total organic phosphorus concentration (gm P m-3) 

Reference temperature for metabolism of algae (OC) 

Volume of model computational cell (m-3 

Settling velocity of algae (m day-') 

Settling velocity of labile CBOD ( ~ n  day-') 

Settling velocity of refractory CBOD (m day-') 

Effective settling velocity of TON (rn day-') 

Effective settling velocity of TOP (111 day-') 

Depth ( ~ n )  

Depth of ~naxi~num algal production (m) 

Fraction of algal CBOD contribution that is labile 
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aDEN Fraction of CBOD decrease resulting from denitrification that is 
labile 

AT Temperature difference between power plant discharge and 
ambient (intake) water (OC) 

h Light attenuation coefficient (m-l) 

A,, Algal self-shading light attenuation coefficient (m-l) 

Am Non-algal light attenuation coefficient (m-l) 

p Density of water (-1,000 kg m-3) 

0 Dimensionless temperature correction factor 
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Appendix D 
Water Qua ity Mode Scenario 
Figures 

Results from selected water quality model scenarios presented in this 
appendix are in the form of time series plots and shading plots. Also pre- 
sented for each scenario is a map to indicate the location of stations used for 
pre- and post-expansion comparisons. Results are grouped by scenario and 
presented in the following order: AEE, EEE, EEM, AEM, and MMM. 

The results are organized for each scenario as follows: 

a. Map of lower Green Bay indicating the location of the selected pre- 
and post-expansion comparison stations. 

17. Time series plots for ultimate labile carbonaceous biochemical oxygen 
demand (CBODL), dissolved oxygen (DO), and conservative tracer at 
comparison stations. 

c. Tinle difference plots for CBODL, DO, and conservative tracer at 
comparison stations. 

d. Shading plots of average conservative tracer concentrations for pre- 
and post-expansion conditions. 

e. Shading plot of the increases in average conservative tracer 
concentrations occurring after expansion. 

j; Shading plot of decreases in average DO concentrations occuning aAer 
expansion. 

g. Shading plots of the lowest instantaneous DO predicted at any time 
during the scenario for pre- and post-expansion conditions. 
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Figure D l .  Pre- and post-expansion comparison stations, Scenario BEE 
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SCENARIO AEE 
AVERAGE CONSERVATIVE TRACER 

Existing Kidney Island 
LEGEND 
x = Averaqe Base Conservative Tracer 

I I 

Figure D4. Average consetvative tracer concentrations, Scenario AEE (Continued) 

Appendix D Water Quality Model Scenario Figures 



SCENARIO AEE 
AVERAGE CONSERVATIVE 'TRACER 

Expanded Kidney island 
LEGEND 
x = Averoae Proposed Conservative Tracer 

Figure 84. (Concluded) 
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SCENARIO AEE 
DIFFERENCE IN AVERAGE CONSERVATIVE RACER 

x = Proposed - Base Average Conservative Tracer 
h 

I 1 

Figure D5. Difference in average conservative tracer, Scenario AEE 
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DECREASE. IN AVERAGE DO 
LEGEND 
x = Averoge DO base - Average 00 exfInsion 

I 

Figure B6. Decrease in average DO concentrations, Scenario AEE 
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Scenario AEE 
Lowest Instantaneous Dissolved Oxygen Values 

I LEGEND I 

I I 

Figure D7. Lowest instantaneous DO, Scenario AEE (Continued) 
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Figure D7. (Concluded) 

I 
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Scenario AEE 
Lowest Instantaneous Dissolved Oxygen Values 

With Expansion in Place 
LEGEND 



SCENARIO EEE 

(Extreme Seiche, Extreme River Flows, 
Extreme Lake bevel) 

Figures D8 - Dl4  
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LEGEND 

SCENARIO EEE 
AVERAGE CONSERVATIVE TRACER 

Existing Kidney Island 

x = ~ v e r o ~ e  Base Conservative Tracer 

I 

Figure Dl 1. Average conservative tracer concentrations, Scenario EEE (Continued) 
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Figure D l  1. (Concluded) 
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SCENARIO EEE 
DIFFERENCE IN AVERAGE CONSERVATIVE TRACER I LEGEND 

x = Proposed - Base Average Conservative Tracer 

L I 

Figure D12. Difference in average conservative tracer, Scenario EEE 
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SCENARIO EEE 
DECREASE IN AVERAGE DO 

LEGEND 
x = Average DO base - Average DO e~ppansion 

Figure D13. Decrease in average DO concentrations, Scenario EEE 
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Scenario EEE 
Lowest Instantaneous Dissolved Oxygen Values 

x = Lowest Instantaneous DO 

x > 5  

Es 4 < x < 5  

la 3 < x < 4  

I 2 < x < 3  

I x < 2  

Figure D14. Lowest instantaneous DO, Scenario EEE (Continued) 
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Lowest Instantaneous Dissolved Oxygen Values 
With Expansion in Place 

LEGEKD 
x = Lowest Instantaneous DO 

Ci x > 5  

I 

Figure D l  4. (Concluded) 
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LEGEND 

SCENARIO EEM 
AVERAGE CONSERVATIVE TRACER 

Existing Kidney Island 

x = Average Base Conservative Tracer 

Figure 81 8. Average conservative tracer concentrations, Scenario EEM (Continued) 
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SCENARIO EEM 
AVERAGE CONSERVATIVE TRACER 

Expanded Kidney Island 
LEGEND 
x = Averoqe Proposed Conservative Tracer 

Figure D l  8. (Concluded) 
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SCENARIO EEM 
DIFFERENCE IN AVERAGE CONSERVATIVE TRACER 

LEGEND 
x = Proposed - Base Average Conser~a t i ve  Tracer 

Figure B19, Difference in average conservative tracer, Scenario EEM 
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SCENARIO EEM 

LEGEND 
DECREASE IN AVERAGE DO 

x = Average DO base - Average DO expansion 

I 1 

Figure D20. Decrease in average DO concentrations, Scenario EEM 
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LEGEND 

Scenario EEM 
Lowest Instantaneous Dissolved Oxygen Values 

Figure D21. Lowest instantaneous DO, Scenario EEM (Continued) 
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Scenario EEM 
Lowest Instantaneous Dissolved Oxygen Values 

With Expansion in Place 
LEGEND 

Figure D21. (Concluded) 
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LEGEND 

SCENARIO AEM 
AVERAGE CONSERVATIVE TRACER 

Existing Kidney Island 

x = Average Base Conservative Facer 

Figure B25. Average conservative tracer concentrations, Scenario AEM (Continued) 
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SCENARIO AEM 
AVERAGE CONSERVATIVE TRACER 

Expanded Kidney Island 
LEGEND 
x = Average Proposed Conserva t ive  Tracer 

Figure D25. (Concluded) 

Appendix D Water Quality Model Scenario Figures 



SCENARIO AEM 
DIFFERENCE IN AVERAGE CONSERVATIVE TRACER 

LEGEND 
x = Proposed - Base Average Conservative Tracer 

1 ____J 

Figure D26. Difference in average conservative tracer, Scenario AEM 
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SCENARIO AEM 

LEGEND 
DECREASE IN AVERAGE DO 

x = Average DO base - Average DO expansion 

I 

Figure D27. Decrease in average DO concentrations, Scenario AEM 
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LEGEND 

Scenario AEM 
Lowest Instantaneous Dissolved Oxygen Values 

Figure D28. Lowest instantaneous DO, Scenario AEM (Continued) 
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Scenario AEM 
Lowest Instantaneous Dissolved Oxygen Values 

With Expansion in Place 

Figure D28. (Concluded) 
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SCENARIO MMM 
AVERAGE CONSERVATIVE TRACER 

Existing Kidney Island 
LEGEND 
x = Average Base Conservative Tracer 

I 

Figure D32. Average conservative tracer concentrations, Scenario MMM (Continued) 
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SCENARIO MMM 
AVERAGE CONSERVATIVE TRACER 

Expanded Kidney Island 
LEGEND 
x = Average Proposed Conservative Trzcer 

Figure 832. (Concluded) 
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SCENARIO MMM 
DIFFERENCE IN AVERAGE CONSERVATIVE TRACER 

LEGEND 
x = Proposed - Base Average Conservative Tracer 

Figure D33. Difference in average conservative tracer, Scenario MMM 
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SCENARIO MMM 
DECREASE IN AVERAGE DO 

LEGEND I x = Average 00 base - Average DO eymnsion 

Figure B34, Decrease in average DO concentrations, Scenario MMM 
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Scenario MMM 
Lowest Instantaneous Dissolved Oxygen Values 

LEGEND 

I I 

Figure 835. Lowest instantaneous DO, Scenario h1MM (Continued) 
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Scenario MMM 
iowest Instantaneous Dissolved Oxygen Values 

With Expansion in Place 
LEGEND 

Figure 835. (Concluded) 
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Appendix E 
DO Measurements During 
August  1992 

Dissolved oxygen (DO) measurements were made in lower Green Bay in 
the vicinity of Kidney Island on five days during a two-week period of Aumst 
1992. Five stations were located on a @ansect streeching from the north shore 
through the center of K h e y  Island to the open water beyond (Figure El). 
Two smpling stations were located in the channel between the north shore 
and Kidney Island, while the other three were located on the bay side of 
Kidney Island. DO measurements were made I ft below the surface and l ft 
above the bottom at all stations. Measurements were made at 6:00 a.m., l2:00 
noon, and 6100 p.m. Depths of the five stations ranged from 5 to 8.5 fi. 

Results indicated that wide fluctuations in DO occurred in both the surface 
anad bottom waters at all sampling stations (Figures E2 and E3 and Table El). 
Tkhe 6:00 a.m. measurements at all stations indicated that the DO was relatively 
uniform throughout the water column. DO measured 1 ft below the surface 
increased from the 6:00 a.m. sampling at all stations on all days and reached 
supersaturation levels at least once at al l  stations. The maximum DO recorded 
was 119.1 mg/L at Station D. At the same time that the DO at the surface was 
supersaturated, DO measured 1 ft above the bottom was generally less than 
one half the surface value. The supersaturated DO concentrations observed 
near the surface are attributed to algal photosynthesis. Possible reasons DO 
measurements near the bottom are lower than those at the surface could be 
poor mixing of b n o m  water with surface water and high SODS. Only at the 
station with the shallowest depth, Station E, was the DO near the bottom close 
to Ule DO near the surface at the time supersaturated values were observed. 

The maximum DO concentrations measured I ft below the surface were 
observed during a period when the winds were low (-1.5 mph), Table E2. 
When the winds were higher, such as on August 25, the differences between 
the surface md bottom DO were much smUer. The large fluctuations of these 
DO measurements reinforce the idea that lower Green Bay is a complex, 
hyper-eutrophic. system. 

The average of the DO measurements I ft below the surface at all stations 
is relatively high due to the supersaturated DO concentrations resulting from 
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Figure E l .  Location of DO monitoring stations, August 1992 

algal photosynthesis. The minimum average DO 1 ft below the surface was 
9.39 mg/L at Station A, which is  just off the north boundary of Kidney Island. 
The average DO increased with distance away from this boundary (Figure E2). 
The average DO 1 ft below the surface at Stations D and E in the channel 
between the shore of Green Bay and Kidney Island was higher than the DO at 
the station located on the north side of Kidney Island. 

The average of the DO measurements made 1 ft  above the bottom indicated 
that the average DO along the bottom also increased with distance away from 
the boundary of Kidney Island. The lowest average of the DO measurements 
made 1 ft above the bottom was 7.51 mg/L at Station A (near the north 
boundary). The lower DO concentrations near the boundary of Kidney Island 
relaltive to the other stations supports the theory that DO is lower near the 
island boundary and increases away from the boundary. However, a statistical 
test of the means indicated that none of the DO means are significantly 
different. The greatest difference in means was for bottom measurements at 
Stations D and E, where the mean values of 7.79 and 8.65, respectively, are 
not significantly different (P=0.22). 
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